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Glossary

Artificial Intelligence (AI) system: a machine-based system that can, for a given set of human-defined objectives, make 
predictions, recommendations or decisions influencing real or virtual environments. AI systems are designed to operate 
with varying levels of autonomy (Organisation for Economic Co-operation and Development [OECD] 2022).

Big data: collected data sets that are so large and complex that they require new technologies, such as artificial 
intelligence, to process. The data comes from many different sources. Often they are of the same type, for example, GPS 
data from millions of mobile phones is used to mitigate traffic jams; but it can also be a combination, such as health 
records and patients’ app use. Technology enables this data to be collected very fast, in near real time, and get analysed 
to get new insights (European Parliament 2021).

Circular economy: one of the current sustainable economic models, in which products and materials are designed in 
such a way that they can be reused, remanufactured, recycled or recovered and thus maintained in the economy for as 
long as possible, along with the resources of which they are made, and the generation of waste, especially hazardous 
waste, is avoided or minimized, and greenhouse gas emissions are prevented or reduced, can contribute significantly to 
sustainable consumption and production (UNEP/EA.4/Res.1).

Computational law: the branch of legal informatics concerned with the codification of regulations in precise, 
computable form (Genesereth 2015).

Cybersecurity: concerns protecting data or information systems against damage, unauthorized use, modification or 
exploitation (United States, Committee on National Security Systems [CNSS] 2022).

Data lake: is a centralized repository that allows to store all structured and unstructured data at any scale (Amazon Web 
Services 2023). 

Data marketplace: a platform on which anybody (or at least a great number of potentially registered clients) can upload 
and maintain data sets. Access to and use of the data is regulated through varying licensing models (Schomm et al. 
2013, p. 15-26).

Data owner: individuals or institutions who make decisions such as who has the right to access and edit data and how it 
is used (European Union [EU] General Data Protection Regulation [GDPR] 2023).

Data privacy: the rights of individuals, organizations, and businesses over how their data is collected, shared and used, 
as well as the systems that are implemented to protect the right to privacy (OECD 2013).

Digital ecosystem: is a complex network of people, businesses, and systems that use technology to interact with one 
another. Such digital ecosystems are significantly different from traditional business ecosystems because they take 
advantage of physical layers (devices), the information layers (data), and the application layers (apps) (International 
Institute for Management Development [IMD] 2022).

Digital inclusion: equitable, meaningful, and safe access to use, lead, and design of digital technologies, services, and 
associated opportunities for everyone, everywhere (United Nations Roundtable on Digital Inclusion 2021). 

Digital public infrastructure (DPI): a set of shared digital systems which are secure and interoperable, built on open 
standards, and specifications to deliver and provide equitable access to public and/or private services at societal scale and 
are governed by enabling rules to drive development, inclusion, innovation, trust and competition and respect human rights 
and fundamental freedoms (India’s G20 Presidency and United Nations Development Programme [UNDP] 2023).

Greenhouse gases (GHGs): The atmospheric gases responsible for causing global warming and climatic change. 
The major GHGs are CO2, methane (CH4) and nitrous oxide (N2O). Less prevalent, but very powerful, GHGs include 
hydrofluorocarbons (HFCs), perfluorocarbons (PFCs) and sulphur hexafluoride (SF6) (UNEP 2023). 

Green economy: one that results in improved human well-being and social equity, while significantly reducing 
environmental risks and ecological scarcities (UNEP 2011). 

Innovation: a system that is designed for customization, encourages competition and promotes the development of 
new solutions on top of existing platforms and digital systems (UNDP 2023). 

Interoperability: the ability to freely exchange and use data between services, regardless of origin, programming 
language or interface (UNDP 2023).  
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Language model: assigns probability to a piece of unseen text, based on some training data (Hiemstra 2019).

Machine learning (ML): a subfield of AI that studies “how computer agents can improve their perception, knowledge, 
thinking, or actions based on experience or data. For this, ML draws from computer science, statistics, psychology, 
neuroscience, economics and control theory (Stanford 2020).

Metadata: information that is needed to be able to use and interpret statistics. Metadata describe data by giving 
definitions of populations, objects, variables, the methodology and quality (European Commission 2023). 

Non-traditional data sources: types of data that are derived from sources that have historically not been used to 
generate statistical products. Earth observation data derived from satellites and other remote sensors; administrative 
data sets compiled by governmental ministries, departments, and agencies, private sector companies, and civic 
groups; citizen-generated data produced through citizen science initiatives; big data and metadata sets generated and 
processed primarily by the private sector; and data outputs produced by automated algorithmic processing are some of 
the main non-traditional data sources which NSOs are experimenting with to complement more traditional survey and 
census-based data collection methods (Orrell 2021). 

Open-domain question answering (OpenQA): the natural language processing problem of finding answers in collections 
of unstructured documents on diverse topics (Chen et al. 2020).

Open data: data that can be freely used, reused and redistributed by anyone – subject only, at most, to the requirement 
to attribute and share alike (Open Knowledge International 2023).

Privacy enhancing technologies: software and hardware solutions, i.e. systems encompassing technical processes, 
methods or knowledge to achieve specific privacy or data protection functionality or to protect against risks of privacy 
of an individual or a group of natural persons (European Union Agency for Cybersecurity [ENISA] 2015).

Sustainable consumption and production: use of services and related products which respond to basic needs and bring 
a better quality of life while minimizing the use of natural resources and toxic materials as well as the emissions of 
waste and pollutants over the life cycle of the service or product so as not to jeopardize the needs of further generations 
(UNEP/PP/INC.1/6).  

Traceability: the process by which enterprises track materials and products through the supply chain (OECD 2018). 

Triple planetary crisis: the three main interlinked issues that humanity currently faces: climate change, pollution and 
biodiversity loss (UNFCCC 2022b). 
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The report examines common information challenges stakeholders face when making 
decisions related to environmental sustainability and explores the role that Digital 
Public Infrastructure (DPI) can play as a key part of the solution. 

To tackle the interconnected triple environmental planetary crises, it is critical to have accessible, timely, 
credible, and insightful information that can support environmental sustainability decision-making. 
Developing interconnected data exchange mechanisms has become a necessity, but sole reliance on 
private solutions will likely fail to comprehensively address the challenges and may result in further data 
fragmentation. A blend of private and public solutions is essential. However, there is currently a notable 
gap in DPI to facilitate the flow of environmental sustainability information to different stakeholders.   

This report analyses three cases related to the agrifood sector and identifies six categories of technology 
innovations (TIs) that could help tackle information challenges:

Together, the six categories of TIs can help enable DPI for the exchange of sustainability-related data 
information. 

The proposed publicly supported digital ecosystem would enhance transparency and data availability. 
It would also create incentives and mechanisms for more efficient data generation and collection, ease 
the discovery of data sources, and reduce barriers to data sharing. The result would be an enhanced flow 
of information with improved data quality and inter-operability. It would also empower stakeholders by 
facilitating informed decision-making and promoting greater inclusiveness. Finally, DPI for environmental 
sustainability would serve as a critical foundation for transformative digital applications, such as digital 
product passports. 

Concluding with a call to action, the report urges stakeholders to actively participate in data exchanges, 
leveraging DPI to maximize data’s potential for environmental sustainability. It lists key recommendations 
for policy, standardization, financing, innovation, and collaboration.

Open data discovery for 
environmental sustainability

Privacy enhancing technologies 
to enable flow of environmental 
sustainability information

Data markets for environmental 
sustainability-related data

Computational law and data 
integration of green and circular 
economy policy measures

Using Large Language Models to 
‘speak’ with green and circular 
economy policy

Tools and techniques for human-
centred artificial intelligence 
in environmental sustainability 
decision-making
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Policy and regulations: to foster enabling conditions, policy support is required for the development of DPI 
for environmental sustainability, as well as policy safeguards for public interest. For example, policymakers 
are encouraged to align with global efforts, establish national priorities to close DPI gaps, incentivize data 
exchanges, and integrate real-time data into institutional decision-making.

Standardization: guiding the development of DPI for environmental sustainability, through collaborative 
efforts between various stakeholders, balancing the need for security, privacy, inclusivity, accessibility, 
interoperability, and adherence to regulatory and legal frameworks. Among others, standardization efforts 
could focus on a global environmental data strategy (GEDS) and harmonized methodologies to ensure 
data quality and inter-operability.

Finance: to scale up efforts on DPI it is essential to leverage public and private investment for paving 
the infrastructure and bringing life to business models for environmental sustainability via DPI, through 
reformed global financing mechanisms.

Innovation facilitators: To foster the progress of the development of DPI for environmental sustainability, 
it is essential to take steps to overcome barriers to innovation, while ensuring integrating inclusivity 
considerations. Innovation can be spurred by relying on regulatory sandboxes, promoting hackathons, and 
fostering new market entrants.

Collaboration and partnership: International collaboration and public-private partnerships (PPPs) play a 
crucial role in ensuring the successful development of DPI for environmental sustainability. These should 
include direct partnerships with the data science community and technology developers to harness 
innovation. 

UNEP and its international and country partners will continue to promote and support the development of 
DPI for environmental sustainability by raising awareness amongst key stakeholder groups, conducting 
research and bridging knowledge gaps between experts from different domains, and supporting pilot 
projects at the country level. 
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1 Introduction

4



To address the interconnected triple planetary crises of climate change, biodiversity 
loss, and pollution, multi-stakeholder efforts are crucial for transforming how 
economies interact with the environment. Current socioeconomic systems follow 
a linear "take-make-waste" model, leading to resource overexploitation, excessive 
waste, environmental degradation, and heightened greenhouse gas emissions. This 
model not only depletes ecosystems and biodiversity but also exacerbates social 
inequalities and climate change, proving environmentally, economically, and socially 
unsustainable in the long run. 

Reform advocates call for a shift towards a green and circular economy, which eradicates waste and 
pollution through design, drastically reduces the depletion of natural resources, and promotes practices 
that are low in carbon emissions, resource-efficient, and socially inclusive. To achieve these goals, all 
actors would need to make fundamental shifts. Governments need to redesign economic incentives and 
implement transformative policies. The private sector must rethink investment strategies, accelerate 
innovation, and adopt new circular business models. Consumers must shift their behaviours towards 
sustainability and make more informed purchasing decisions. Technology developers and the data 
science community can be pivotal drivers of sustainable innovation, particularly when integrated into 
transformation processes.

However, there are practical challenges that must be solved. For instance, can consumers access 
trusted and relevant information about the ecological footprints of products? Can companies optimize 
value chains to minimize their environmental footprint? Do governments have the necessary data and 
capacity to assess economic activities to design and enforce effective public policies? These related 
challenges primarily stem from a lack of accessible, credible, and insightful information that can support 
environmental sustainability decision-making. Moreover, non-traditional data sources face significant 
undervaluation and underutilization (Orrell 2021).

Data is the backbone of sustainable economic models like the green economy and circular economy, as 
well as for SCP. For green economy, a wide range of data is used, from environmental data on biodiversity 
and ecosystems to data on energy use and emissions. This is essential for sustainable natural resource 
management, encouraging the use of renewable energy, and reducing climate change impacts. For 
circular economy, data helps track and manage resources and materials, providing crucial information 
on how materials flow, are used, and wasted. This information is key to designing sustainable products, 
maintaining transparent supply chains, and developing new business models like offering products as a 
service. For SCP, comprehensive data on resource use, energy efficiency, product lifecycles, and consumer 
behaviour is crucial. It’s used to monitor resource use, shape energy policies, and encourage sustainable 
consumer habits.

While each area has its specific data needs, the overall requirement is for data that is easy to find, access, 
share, understand, and use. A robust data infrastructure is crucial for making informed decisions that 
support environmental sustainability. It ensures that policies and actions in these areas work well together 
and balance environmental care with societal well-being. Effectively using this data is key to making 
decisions that support environmental sustainability.

This report therefore focuses on the pivotal role of three types of critical information - environmental 
monitoring data, insights into economic activities (particularly value chain operations and traceability), 
and information on policy effectiveness in advancing a green and circular economy. The analysis in these 
areas aims to gauge the availability, processing, analysis, and practical application of relevant data and 
information. 

5 UNEP |  Digital Public Infrastructure for Environmental Sustainability



Foundational DPI
• ﻿﻿Digital ID
• Digital payments
• Data exchanges

Physical Infrastructure
• ﻿﻿Data centers
• ﻿﻿Servers
• ﻿﻿Routers
• ﻿﻿Hardware

Applications
• ﻿﻿﻿﻿﻿﻿Automated compliance
• ﻿﻿DPPs
• ﻿﻿Personal carbon tracking

The report begins with an analysis focusing on the challenges of identifying environmental hotspots 
containing significant ecosystem degradation. It then delves into the economic drivers that contribute to 
these hotspots and examines the scope of policy interventions aimed at governing different aspects of 
these driving factors. The information challenges identified in this analysis underscore a critical, yet often 
overlooked, necessity for DPI in supporting decision-making for environmental sustainability. 

This is followed by an exploration of six technology innovations that can enable a DPI as a data 
exchange system for environmental sustainability with the potential of providing transformative 
solutions for the identified information challenges. 

While DPI is still considered an evolving concept, one of the more widely used definitions is that of “a set 
of shared digital systems which are secure and interoperable, built on open standards, and specifications 
to deliver and provide equitable access to public and/or private services at societal scale and are governed 
by enabling rules to drive development, inclusion, innovation, trust and competition and respect human 
rights and fundamental freedoms” (India’s G20 Presidency and UNDP 2023). Among the key categories 
of foundational DPI—such as digital identity and digital payments—the one pertaining to data exchange 
emerges as the most vital for environmental sustainability. In recent years, the first two categories have 
received more global attention, but DPIs dedicated to data exchange are just now starting to emerge (WEF 
2024). As a data exchange system, DPI can facilitate the follow of critical information and help bolster 
informed decision-making processes.

Building on that, it is noteworthy that a digital ecosystem refers to a complex network of digital 
technologies, platforms, and environments where different entities (such as businesses, consumers, 
governmental institutions, systems, and data) interact (see Figure 1). This interaction typically includes 
the exchange of information, services, and goods, facilitated by digital processes and technologies. 
DPI acts as a critical intermediary layer within the digital ecosystem, bridging the gap between physical 
infrastructure elements (i.e. connectivity infrastructure, devices, servers, data centres, and routers) and the 
application layers (Chakravorti 2023). DPI’s role in environmental sustainability is pivotal; it streamlines the 
exchange of sustainability data, seamlessly integrating this information into a wide array of applications, 
including personal carbon tracking, Digital Product Passports (DPPs), and automated environmental 
compliance systems, among others.

Figure 1: DPI within a digital ecosystem
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The report concludes with a key message on the need to use DPI as a data exchange ecosystem that supports 
the environmental sustainability decision-making of governments, consumers, and the private sector. 

It should be noted that this research primarily focuses on underscoring the critical, yet often overlooked, 
necessity for DPI in supporting decision-making for environmental sustainability. However, the research does 
not delve into the details of financing such infrastructure. Further investigation is imperative to determine 
the financial requirements needed to unlock transformative applications enabled by DPI. Additionally, the 
report does not cover the dimension of greening DPI (e.g. reducing carbon intensity or increasing resource 
efficiency of DPI), a topic that represents a vital area for future research and discussion.

Audience
This report is intended to serve as a bridge between two broad communities. The first is the wide spectrum 
of policymakers, who, while perhaps not deeply entrenched in the technical nuances of digitalization, ICT, 
and infrastructure, play pivotal roles in shaping the landscape across these and other critical sectors such 
as environmental and economic planning. For example, policymakers in digitalization, ICT, and infrastructure 
are key to this dialogue due to their influence over the technological frameworks and policies that enable or 
hinder DPI’s deployment. But equally critical are the policymakers focused on environmental and economic 
planning. All their roles are crucial for integrating digital solutions with environmental objectives. 

The second community is technology developers and the data science professionals who are outside 
the traditional policy sphere. The report aims to provide them with information about the types of 
environmental sustainability challenges that their expertise and innovation can help to address.

The interconnectedness of these domains underscores the report’s interdisciplinary nature. It reflects the 
understanding that successful DPI development for environmental sustainability requires a harmonized 
approach, integrating technological expertise and innovation with environmental and economic foresight. 
This realization points to the need for a unified strategy that involves collaboration across all these sectors, 
and policies that support cross-disciplinary initiatives. The target audience is thus envisioned as a coalition 
of forward-thinking policymakers and innovators from across these critical domains, united in their 
commitment to driving DPI for environmental sustainability. 

Methodology
The research for this study was exploratory and descriptive, employing a mixed-methods approach, 
combining qualitative data from expert consultations with desktop research. The preparation of the report 
had two distinct phases, each contributing to a comprehensive understanding of the subject matter.

The first phase focused on the development of use cases within three specific domains: environmental 
monitoring, value chain traceability and transparency of green and circular economy policies. This phase 
aimed to identify key challenges in the specified domains through a combination of desktop research and 
expert consultation (Green Policy Platform [GPP] 2022). 

A comprehensive literature review encompassed academic papers, books, reports, and online resources. 
Complementing the desktop research, expert consultations were conducted to gain valuable insights from 
subject matter experts in the three domains (GPP 2022). The project team identified a panel of thematic 
experts with diverse backgrounds and relevant expertise around the topics of environmental data, value 
chain intelligence and economic policymaking. In the form of multi-stakeholder exchanges, the project 
team conducted five in-depth, semi-structured roundtable discussions to gather expert opinions, insights, 
and recommendations. 

7 UNEP |  Digital Public Infrastructure for Environmental Sustainability



All meeting discussions were recorded and systematized for precise data capture, followed by qualitative 
content analysis to extract key themes, patterns and recommendations. These are referred to as thematic 
expert consultations throughout the report.  

Before expert consultations, a draft of each technology innovation was prepared, which involved an 
extensive review of existing technologies and innovations with potential applications within the domains 
under investigation.

The draft was subsequently presented to experts on data science for their valuable insights and feedback on 
the technology solutions proposed and their maturity in the application, through one-to-one semi-structured 
interviews. Their comments and recommendations were integrated into the draft to refine and enhance the 
proposed technology innovations. In the report, these are called data science expert interviews.  

To ensure the reliability and validity of our findings and recommendations, a triangulation approach was 
employed, cross-referencing insights from both phases of research. Any discrepancies or inconsistencies 
were meticulously addressed to refine the findings.

During the consultations, participants’ privacy and consent were given priority. Experts were fully informed 
about the study’s purpose, and their anonymity was preserved when requested.
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2 Identifying challenges 
through three 
use-cases
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Critical information for environmental sustainability decision-making encompasses 
environmental data, economic activities insights (i.e. value chain operations) and 
information on policy effectiveness in advancing a green and circular economy.

To illustrate information challenges for the effectiveness of environmental sustainability initiatives, this 
section presents three use cases from the agrifood sector covering: 1) environmental monitoring; 2) value 
chain traceability; 3) the transparency of policies related to green and circular economy. 

This sector was selected as an area of focus as it traverses all aspects of the triple planetary crisis. 
The expansion of agrifood systems, based on land use conversion such as deforestation and 
practices of overexploitation and intensified agriculture, has been a leading cause of biodiversity loss 
(Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services [IPBES] 2020). 
Agricultural commodities such as beef, soy, palm oil, coffee and cocoa, are a pre-eminent contributor to 
current deforestation rates (Food and Agriculture Organization of the United Nations [FAO] 2019; 2020). 

In addition, it is estimated that globally, deforestation and forest degradation account for around 
11 per cent of GHG emissions (FAO 2022b). Emissions generated within the farm gate by crop and 
livestock production and related land use change contribute about one-fifth to one-quarter of total 
emissions from all human activities, when measured in CO2 equivalents (Intergovernmental Panel on 
Climate Change [IPCC] 2014; IPCC 2019). Once pre- and post-production activities along agrifood systems’ 
value chains are included, food and agriculture activities generate up to one-third of all anthropogenic 
emissions globally (Tubiello et al. 2022). The food value chain in many countries is on course to overtake 
farming and land use as the largest contributor to GHGs from the agrifood system (United Nations 2021). 

Adding to the sustainability complexity of the sector is the governance challenge associated with the value 
chain structure. Only one per cent of farms in the world are larger than 50 hectares, but they use over 70 
per cent of the world’s farmland (FAO 2021a). The challenge of chemical pollution from fertilizers and 
pesticides in agriculture from the sector is also globally significant with 64 per cent of global agricultural 
land at risk (Tang et al. 2021).

All these reasons emphasize the suitability of using the agrifood sector to develop use cases for DPI for 
environmental sustainability. The research uses beef as a reference point for data gathering and the model 
application, as it is resource-intensive and an important driver of pollution, soil degradation and GHG 
emissions (World Wildlife Fund [WWF] 2023).  

It is important to emphasize that the analytical framework used in this report is not limited to these 
examples; it can be equally applied to other environmental hotspots, their associated value chains and 
relevant public policies. To this end, each subsection concludes with general remarks that translate 
information-related challenges into data science queries.

2.1 Environmental monitoring
This section explores whether and to what extent environmental monitoring can accurately assess the 
extent of different environmental problems and their drivers in order to inform response strategies. 
Environmental monitoring actors, ranging from formal institutions to professionals and individual 
citizens that work on environmental data, contribute to the observation of environmental change and the 
identification of environmental hotspots and risks. While their motivations for monitoring may vary, from 
political directives to personal interest, the efficacy and accuracy of their methods heavily influence policy 
decisions and public perception. 

In light of this, the following section offers a deeper dive into the key sources from which they derive 
their environmental data, the tools they employ for analysis and the reception of their findings among the 
intended target users. 
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2.1.1 Identifying environmental problems and trends

International organizations collect and manage environmental data on climate, nature and pollution¹. Since 
1946, FAO has monitored global forests using a process of national data collection, international review, 
and validation (2004b). Data sources include national forest inventories, remote sensing assessments, 
full-cover forest maps and questionnaires (FAO 2018b; 2022a). This monitoring provides insight into 
forest-related land-use changes. Between 1990 and 2020, global forests as a proportion of total land areas 
decreased from 32.5 per cent to 30.8 per cent, representing a net loss of 178 million hectares of forest 
(FAO and UNEP 2020).

The interpretation of imagery from Earth-observing satellites at national and international levels has 
changed the landscape for global forest monitoring, by providing spatially detailed and timely information 
on forest dynamics. For instance, the Global Land Analysis & Discovery (GLAD) lab at the University of 
Maryland and Google (Global Land Analysis & Discovery 2022) provides time-series analysis of Landsat² 
Earth-observing satellite images to characterize forest extent and change (United States Geological Survey 
2022). It features data sets of global forest cover at approximately 30x30m resolution with continuous 
data updates from 2000. User-friendly tools such as Global Forest Watch, Earth Map and SEPAL, can 
enable complex land cover monitoring. Using statistical analysis to identify the intensity and the temporal 
trend, areas with trends of deforestation that are new, sporadic, intensifying or persistent can be located to 
enable timely intervention by decision-makers (Hansen et al. 2013; Harris et al. 2017). 

Not all environmental monitoring can benefit from the application of digital tools to the same level as 
described above. It depends on the feature being monitored, how it can be accurately detected in a satellite 
image and on the frequency needed to inform decision-making. There is also a large capacity gap among 
stakeholders in making use of the tools and variants associated with a specific sectoral or regional context. 

2.1.2 Identifying the drivers of forest loss

The analysis of direct drivers of deforestation is conducted through an assessment of the transition from 
one class of land use to another. Identifying specific activities driving deforestation at the subnational level 
is challenging due to time-lags before the first harvest on cleared land and possible land-use changes. 
Researchers use economic models comparing crop category expansion with deforestation to determine 
deforestation embodied in production for chosen areas (Pendrill et al. 2019).

Additionally, satellite images (Figure 2) help differentiate deforestation drivers based on forest and land-
use dynamics (Curtis et al. 2018).³ Machine-learning decision-tree models recognize visual patterns in 
10km x 10km grid cells, predicting the most likely cause of forest disturbance (Curtis et al. 2018).

1.	 The Food and Agriculture Organization of the United Nations gathers environmental data on agriculture, forestry and fisheries; the World 
Meteorological Organization (WMO) on the atmosphere; the World Health Organization (WHO) on pollutants as they effect human health; the 
International Labor Organization (ILO) and WHO on the working environment; the International Atomic Energy Agency (IAEA) on safe use of nuclear 
energy; the Inter Governmental Maritime Consultative Organization (IMCO) on marine pollution; and the United Nations Economic and Social 
Council (UNESCO) has a continuing, long-term programme of scientific and technical information exchange. For a detailed account of information 
collection and interpretation by international organizations, see United Nations General Assembly, Consolidated Document on the United Nations 
System and the Human Environment Submitted by the Administrative Committee on Co-ordination, at 36-39, U.N. Doc. A/CONF.48/12 (1971).

2.	 The Landsat Program is a series of Earth-observing satellite missions jointly managed by NASA and the United States Geological Survey, starting 
from 1972.

3.	 This includes (i) commodity-driven deforestation, defined by the long-term, permanent conversion of forest and shrubland to a non-forest land 
use such as agriculture (including oil palm), mining or energy infrastructure; (ii) shifting agriculture, defined as small- to medium-scale forest and 
shrubland conversion for agriculture that is later abandoned and followed by subsequent forest regrowth; (iii) forestry, defined as large-scale 
forestry operations occurring within managed forests and tree plantations with evidence of forest regrowth in subsequent years; (iv) wildfire, 
defined as large-scale forest loss resulting from the burning of forest vegetation with no visible human conversion or agricultural activity afterward; 
and (v) urbanization, defined as forest and shrubland conversion for the expansion and intensification of existing urban centres.
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Figure 2: Satellite images show deforestation drivers (Source: Curtis et al. 2018, p. 1108–1111)4

Being widely applied in the context of precision agriculture, spectral vegetation indices applications 
combined with open-source satellite data can generate insights to recognize the crop type and to 
determine pasture quality on the land. Pixel-based or object-based image analysis together with 
convolutional neural networks (CNNs) are enabling models to automate detecting livestock from imagery 
(Mücher et al. 2022). The multibillion satellite imaging services market is expanding, driven by both 
private providers like Google, DigitalGlobe and Planet, and public initiatives like EU’s Copernicus Program 
and those of NASA and USGS, offering varying resolutions with commercial satellites often providing 
higher resolution images around 30-50cm per pixel. This development provides opportunities to promptly 
recognize the specific category of commodity or agricultural product or automatically detect cattle herds 
associated with deforestation.5

The MapBiomas is an application combining some of these data science innovations for the purpose 
of environmental monitoring. For instance, by tracing the spectral behaviour of land-cover changes 
(MapBiomas 2020) between 2001 and 2019 in one area of South America, the MapBiomas provides details 
on the vegetation on the land-cover (Figure 3). It shows that in the past two decades, over 90 per cent of 
the deforestation in the traced area was caused by forest conversion to pasture associated with cattle 
ranching (MapBiomas 2022).

4.	 The authors have provided the following explanation on the images. “Categories were assigned according to dominant disturbance type (Figure 1), 
with each representing a different forest and land-use dynamic.”

5.	 Note that detection of vegetation cover and farming activities are different from concluding them as the direct driver of deforestation. For instance, 
the land can be cleared initially for pastures and cattle ranching but later converted into soy production. It is also possible that crops such as soy 
and corn are grown in a rotary manner (Trase 2020b, p. 4).
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Figure 3: Vegetation cover of one area in South America in 2019 (Source: MapBiomas 2022)

2.1.3 Connecting the drivers of deforestation with value chains

Understanding “hotspots” of environmental impacts and the drivers of deforestation involves identifying the 
stakeholders behind certain activities and connecting them to a specific part of the value chain. This helps 
determine how businesses and economies can shift incentives towards a green and circular economy.

For example, in the beef value chain, it is essential to trace cattle and cattle products’ origins, ownership 
and movement through space and time (Veit and Sarsfield 2017).6 Satellite images and land registry data 
can help identify landowners responsible for deforestation, while data on Indigenous communities and 
environmental licences can provide insights into the legality of deforestation and associated cattle ranching.

Connecting pastureland with cattle ranching requires data sets on ranch locations. Traceability systems for 
agricultural products can help in this regard. Paraguay, for instance, has implemented SITRAP (FAO 2004a; 
FAO 2018c) and SIGOR II (Eisele 2021; Paraguay, Servicio Nacional de Calidad y Salud Animal [SENACSA] 
2017) to trace livestock from origin to destination, while private producers within the Rural Association 
of Paraguay (ARP) use software to register farms and livestock (United Nations Framework on Climate 
Change [UNFCCC] 2018).

Public monitors, such as trase.earth, use millions of data points to trace connections between production 
and international trade at subnational level. This mapping indicates influential consumer groups, trade 
players and governments that can help change deforestation status (Trase 2020a).

2.1.4 Observations on the environmental data ecosystem

This use case demonstrates how digital technology supports environmental monitoring through data 
generation methods in addition to traditional ground-measurement, census and statistics. Remote sensing, 
in particular, generates rich data sources, providing a broad and consistent coverage of environmental 
features. Table 1 provides an illustrative list of remote sensing data products that can be used for different 
environmental monitoring applications (Sun et al. 2022). International organizations, governments and think 
tanks actively use these tools to produce digital public goods and access pooled environmental intelligence.

6.	 Note the differences between legal ownership and economic ownership. “The legal owner is the person who is recognized in law to own the asset 
or good in question. At the same time the economic owner could be another person who exercises control over the asset and ultimately benefits 
from its use.” (United Nations Economic Commission for Europe [UNECE] 2013).
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Despite these benefits, environmental monitoring stakeholders express concerns about data access, 
management and coverage to the desired granularity (GPP 2022). In some cases, high-resolution imagery 
in the public domain ranges from 1m to 3m. While a higher resolution could increase the accuracy of 
monitoring especially in small-scale projects (noting the diminished commercial value of archival data for 
satellite companies), the technical challenges concern storage space for exponential growth of volume 
of data and technical capacity for data analysis. Moreover, to access higher resolution data, e.g. those at 
30cm, the data procurement cost could be commercially prohibitive. 

While lower resolution satellite data can provide a basic layer for environmental intelligence, the quality 
of data globally is unequal and must be combined with localized data resources to reflect the realities of 
local ecosystems and communities. For instance, some remote sensing applications can measure the 
species and height of a tree. This needs to be combined with additional information from other sources 
about the tree’s role within a localized ecosystem, or the value of a tree to local communities or its role in 
the rituals of Indigenous people. However, this can have limited impact if data owners do not realize the 
value of their data, nor do they have the platforms to share it. Incorporating these multi-faceted elements 
of environmental information into decision-making can improve ground-truth understandings of links 
between value chains, policy measures and the environment, while improving justice and representation.

To balance the need for granular intelligence at a reasonable cost, there are technological innovations that 
first use low resolution data to identify targets or hotspots and then access data of high resolution for more 
granular and targeted monitoring. Experts also emphasize the importance of working with partners on the 
ground to ask the right questions and avoid bias in the data analysis, which could lead to flawed solutions.

While various quantitative and qualitative sources of environmental data offer a range of technical options 
for more comprehensive and accurate Earth observation, there is a lack of a unified global system that would 
provide a stable and long-term infrastructure for data collection and guarantee consistency and coherence in 
the data gathered. This is a systemic problem that could be addressed through digital public infrastructure. 

There are also major capacity challenges for stakeholders to process big data while addressing the 
problem of data gaps in country or project applications. Moreover, public resources, especially national 
investment in environmental data, are shrinking (Hoekstra 2022, p.6). The donation-driven funding 

Category Data sets Data products

Land Land cover FROM-GLC, ESA WorldCover, Esri LandCover, GlobelLand30

Soil moisture SMAP, MODIS, Landsat, Sentinel

Land surface temperature FY-3, FY-4, Landsat, Sentinel-3, AMSR2, MODIS

Digital elevation SRTM, ASTER GDEM, ALOS DSM, Tan DEM

Surface reflectivity GF, MODIS, Landsat, Sentinel-2

Soil material content HWSD

Vegetation Forest biomass GF, MOD17A2H, GLAS, Landsat, Sentinel-2, PALSAR, LiDAR

Vegetation coverage GF, Landsat, Sentinel-2, GLASS FVC, GEOV3 FVC

Forest height ICESat, Landsat, ALOS PALSAR

Vegetation evapotranspiration MOD16A2

Normalized vegetation index GF, MOD13A1, Landsat, Sentinel-2

Climate PM2.5, PM10, O3 Himawari, MODIS, CALIPSO, MISR, POLDER

Evapotranspiration SSEBop, MOD16, GLEAM

Table 1: An illustrative list of remote sensing data products (Sun et al. 2022)
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model for environmental monitoring forces monitoring institutions to compete for resources rather than 
collaborating. This has the effect of fragmenting the knowledge base and putting it in the hands of short-
term projects that come and go, causing loss of information.

Environmental data and intelligence have facilitated the establishment of a credible scientific baseline 
for global environmental governance in past decades. However, challenges exist for stakeholders 
to extract knowledge from environmental data and convert it into decisions and behaviour changes. 
Without connecting environmental intelligence with information of human society and economic 
activities, even the most perfect monitoring scheme would not be sufficient to address the root causes 
of environmental problems. The absence of a data-knowledge-action pipeline is associated with 
the reality of the data ecosystems of value chains and economic policies and the lack of effective 
connection between the three domains.  

2.2 Value chain traceability

Modern value chains are increasingly complex and intricate networks of value chain operators, individuals, 
and businesses with operations in different countries (Akin et al. 2022). The beef value chain will be used 
to illustrate different stakeholders, including those in charge of inputs, breeding, rearing, fattening farms, 
abattoirs or meatpackers, exporters/traders, transporters, retailers, packaging, etc. With this level of 
complexity, achieving reliable and timely data of entire value chains, to inform environmental sustainability 
decision-making is a challenging goal. 

The demand for measurable environmental impact data on value chains is escalating, notably to have 
trustworthy traceability systems. This surge is underscored by a proliferation of ongoing initiatives, which 
are indicative of progress but also contribute to a dense and sometimes confusing landscape of information 
(OECD 2023). The growing number of due diligence legislations suggests that regulatory bodies are 
progressively adopting a supply chain perspective to address sustainability concerns (World Economic 
Forum 2022). In climate reporting, there is a growing trend for companies to not only report emissions 
from their own operations (referred to as "Scope 1" in the terminology of the GHG Protocol) as well as 
emissions from purchased energy (Scope 2) but also emissions occurring elsewhere in their supply chain, 
both upstream and downstream (Scope 3) (GHG Protocol 2014). Furthermore, it is anticipated that there will 
be cooperative interactions between the requirements for disclosure and the practices of due diligence, as 
projected by Norton Rose Fulbright (2022).

Having explored the intricacies of environmental monitoring, this use case on value chain traceability 
analyses how companies within the beef value chain identify, measure, and report the environmental 
impact of their operations. At its core, this task requires connecting environmental data with value chain 
information. Starting from the premise that value chain monitoring can serve a variety of goals, this use 
case explores the data requirements for different types of value chain monitoring efforts to identify the 
major information challenges. 

2.2.1 The variety of value chain monitoring goals 

Companies require monitoring systems to strengthen their decision-making with reliable information on their 
operations, their impact and that of the wider value chain. Corporate needs may vary for developing, or hiring 
a provider of, monitoring systems. For many companies, the main goal in improving their data ecosystems is 
to increase their efficiency, optimize their benefit-cost strategies and adjust their business strategies. 

Food value chains are especially vulnerable to environmental change, so companies seek the information 
to prevent supply chain disturbances and build resilience. A study showed that in the past 50 years, half of 
all shocks to crop production systems were a result of extreme weather events (Cottrell et al. 2019). 
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Other companies gather monitoring information across their supply chains for due diligence processes, 
to avoid reputational risks, corporate social responsibility reporting and regulatory compliance purposes 
(UNEP 2013). The increased public pressure to be sustainable and socially responsible has led many 
companies to publicly commit to sustainable practices (UNFCCC 2022a). In particular, anti-deforestation 
commitments have gained popularity in recent years (FAO 2018a). To report on the fulfilment of those 
pledges, companies require reliable and complete information on the environmental performance of value 
chains, including their relationship with forest loss. Companies need to track a commodity’s origin to 
ascertain that it did not contribute to deforestation (The New York Times 2021). 

Alongside those commitments, there is a growing trend to establish Monitoring, Reporting and Verification 
(MRV) systems for corporate sustainability performance (Chever et al. 2022). Despite challenges 
created by the significant differences between the existing frameworks that lead to sustainability 
disclosures (Pucker 2021), companies continue to deal with multiple voluntary sustainability standards 
and legally binding disclosure requirements. In the EU, a survey found 198 certification schemes for 
sustainable agriculture at the farm-level (Chever et al. 2022). More recently, the OECD also mapped the 
growing number of reporting initiatives to describe a “fast and furious” trend on the demand and supply 
of quantified environmental impact information in food systems, taking a supply chains perspective 
(2023). At the global level, noteworthy frameworks include the Carbon Disclosure Project (CDP), the 
Climate Disclosure Standard Board, the Global Reporting Initiative, the Value Reporting Foundation, the 
Sustainability Accounting Standards Board, the Task Force on Climate-related Financial Disclosure and the 
International Integrated Reporting Council. 

With different approaches, audiences and materiality, these frameworks guide companies to disclose key 
information to investors, executives, consumers and the public about their environmental performance, 
financial information, social impact and governance. Companies frequently face legal obligations to 
adhere to sustainability disclosure requirements at both national and international levels (UNEP 2015). 
While there are many other frameworks that are voluntary, many businesses are using environmental 
labels, entailing some level of data disclosure, to support and increase the credibility of their impact 
claims. The sources of these obligations can vary from trade or financial policies, industrial and sanitary 
regulations or environmental laws.
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In this context, governments are also driving the development of monitoring systems through regulatory 
tools by establishing mandatory requirements to electronically register, process and share key information 
among supply chain businesses, authorities and consumers (OECD 2023). Under the EU Green Deal 
legislation, specifically the EU Strategy for Sustainable Textiles and Ecodesign within the European 
Commission’s Ecodesign for Sustainable Products Regulation, the DPP will be fully implemented by 2030 
to provide clear, structured and accessible information on the environmental sustainability characteristics 
of products. Another compliance requirement soon applicable to European markets relates to the ban on 
deforestation, which imposes due diligence obligations on companies who place, make available or export 
beef to disclose key data, such as the geolocation of all supply chain operations, that can be later verified 
(EU 2022). The EU also recently passed regulations on European Sustainability Reporting Standards and 
is assesing a Green Claims Directive proposal (European Commission 2023; European Union, Directorate-
General for Environment 2023). While drafts of the reporting standards for this Directive are still under 
discussion, the overall framework creates stringent sustainability reporting requirements on large firms as 
well as on publicly traded SMEs.

The result is an increasingly complex landscape of governance made up of often overlapping measures 
without a shared policy language. A poorly aligned governance landscape leaves companies with 
compliance burdens that require complex data collection, inefficiency for having to disclose information 
for multiple reporting systems and risk non-adherence that leads to legal consequences, financial 
penalties, and reputational damage.

For smaller businesses, comprehending relevant policies can also pose a significant challenge (UNEP 
2013, p.17). To adhere to MRV systems, companies need a thorough understanding of several aspects: 
which policies apply to them based on their industry and location, the nature of these policies (such as 
taxes, subsidies, or license bans), the specific actions or inactions required, deadlines for compliance or 
mandatory periodic verifications, monitoring methods for implementation, penalties for non-compliance or 
repeat offenses, and the necessary documentation for proving compliance.

To comply with voluntary and legally binding requirements, it is 
increasingly important for companies to have strong monitoring 
systems with accurate and verifiable information. Deforestation, 
for example, poses a massive financial and compliance risk 
to companies, as lack of traceability of the origins of products 
risks companies being associated with negative environmental 
impact, harming their reputation, risking investment withdrawal, 
or triggering legal consequences (Erling et al. 2022). For the year 
2022, 60% of companies disclosing through CDP reported some 
level of forest-related risks, with the potential financial impact of 
these risks averaging US$330 million per disclosing company. In 
comparison, the average projected costs of mitigating these risks 
were just US$17 million per company (2023b).

To respond to all these monitoring needs, companies need to make significant investments in their data 
ecosystems, to strengthen data collection, analysis, integration, and report preparation, not to mention the 
costs of implementing new processes, including staff training (UNEP 2013). 

2.2.2 Data requirements and challenges for monitoring deforestation from agrifood sector

One of the main challenges to achieve these monitoring goals is to identify all companies involved in 
the value chain, including their size, level of intervention and location. As recently demonstrated by the 
COVID-19 pandemic with many businesses struggling to respond to global supply chain disruptions due 
to limited visibility into their value chains. Few companies have sufficient information about their business 
relationships and upstream suppliers (Schrage 2020). While this has started to change, a survey revealed 
that little more than half of the respondents have value chain visibility systems in place, with 45 per cent 
still reporting limited visibility (Alicke et al. 2022). In fact, only 16 per cent reported having a good view of 
third-tier suppliers. 

companies 
need to make 
significant 
investments 
in their data 
ecosystems
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The challenge of achieving end-to-end traceability in agrifood, among other reasons, is due to the 
complexity of the value chains and the need to access information from a large number of individuals and 
companies that are not in direct business relationships. Smaller companies face resource constraints to 
develop monitoring tools but may benefit from direct relationships with suppliers since the identification 
of first-tier suppliers is simpler. In contrast, larger companies can invest in monitoring but struggle with 
complex structures and higher scrutiny. However, regardless of size, agrifood value chains in general face 
a big challenge to identify indirect suppliers up to farm location. In the best-case scenario, this can be 
verified with public registries of rural land tenure or a national inventory of property.

To tackle this, larger companies are developing in-house software for value chain management (Alicke 
et al. 2022) while others outsource this needed to specialized companies that monitor global value chains, 
using artificial intelligence (AI) and machine learning to analyse big data. Conversely, individual players 
and Small and Medium-sized Enterprises (SMEs) have limited capacity and accessibility to the type of 
digital infrastructure needed for supporting decision-making as well as for providing the necessary data 
to other players within their value chains (Winter et al. 2023). In fact, they can be regarded as bottlenecks 
- influencing the environmental performance of an entire value chain due to their lack of information, 
infrastructure, and expertise (Ramakrishnan et al. 2017). For example, a farmer might not have the 
resources or incentives to invest in IoT devices to start collecting key data on its operations. In many 
cases, they do not know the value of this data and do not have platforms to share it. Additionally, a lack 
of capacity around data means that small businesses risk marginalization in markets due to the data-
processing challenge of contributing to value chain sustainability schemes (Lambin et al. 2018). 

It should be noted that there is an increasing availability of calculation tools and platforms for 
environmental impact information sharing (OECD 2023), like the Cool-Farm tool and the Partnership for 
Carbon Transparency, which significantly enhances the capacity of agrifood companies to estimate their 
carbon footprints and engage in Scope 3 reporting, thereby creating infrastructure solutions that could help 
address some of the key challenges in monitoring deforestation. However, these would need to be widely 
utilized by the relevant stakeholders, furthering the challenge of capacity among the relevant stakeholders. 
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Apart from this overarching issue of visibility and unbalanced capacities between key players, data 
accessibility and ensuring the quality of information are other major hurdles. Regardless of their 
monitoring goal, companies would be required to have information on their operations and correlate it with 
environmental data.  

As explained in the previous use case, environmental data is becoming increasingly available despite the 
persistent challenges. In that context, it is possible for players of different sizes to rely on those data sets 
to obtain climate data, biodiversity metrics, water supply information and other environmental metrics. 
However, to integrate them into their information systems and build digital infrastructural solutions, 
questions of discoverability, interoperability and data integration would need to be addressed. Companies 
already face significant technical difficulties to integrate any monitoring data or software into existing 
information and communication systems (Schroeder and Lodemann 2021; May 2019). Integrating 
environmental data ecosystems would only exacerbate those difficulties. 

Lacking a robust DPI for origin traceability and the 
resources to consistently access high-resolution 
private satellite imagery makes gathering necessary 
information quite challenging. Tracking forest loss, 
for example, would require sourcing geospatial data 
from public platforms like Earth Map, Global Forest 
Watch, the Global Agricultural Drought Monitoring 
and Forecasting System, or NASA’s Earth Observing 
System Data and Information System (EOSDIS). 
This data must then be manually compared to the 
estimated locations of value chain operations. Such 
manual comparison and estimation are necessary due 
to the absence of publicly available data on property 
ownership throughout the value chain. AFI and CDP 
reported that from a total of 675 reporting companies, 
38 per cent accept not having origin information for at 
least half of their commodity volumes (2022).
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Moreover, those stakeholders accessing open satellite imagery, without the automatization that 
specialized services offer, would require a constant manual update of images to perform some degree 
of monitoring, which would make it virtually impossible for those without the financial resources and 
institutional capacity. 

Furthermore, it is necessary for value chain players to rely on complete, accurate and trustworthy 
information. From an internal perspective, it is important to have good quality data to make informed 
decisions; while from an external perspective, it can be critical to avoid reputational, legal and financial 
risks. There have been cases in which financial authorities initiate investigations against companies 
on suspicion of investment fraud over allegations of “greenwashing” in sales statements concerning 
environmental protection and sustainability aspects of investments (Erling et al. 2022). Despite these 
risks, a study by the European Commission revealed that over half (53.3 per cent) of the environmental 
claims reviewed in the EU were determined to be unclear, misleading, or unfounded, with 40 per cent 
lacking substantiation (2020).

Finally, it must be emphasized that few mid-tier companies and SMEs have the institutional capital to 
build a well-designed digital system to monitor their value chains. Without vast resources to invest in 
the technology, access private services or engage with the rest of the value chain, smallholders face 
significant competitive disadvantages in this information asymmetry (Montgomery 2022). 
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Even without deliberate efforts to restrict SMEs’ access to essential infrastructure, this situation leads to 
market power imbalances. A few dominant players end up controlling the digital infrastructure for value 
chain information flows. For businesses where control over data infrastructure is core to their business 
model, data privacy is also a competitive strategy. In many value chains, businesses with a high market 
share over a specific stage of a value chain control the key infrastructures for data generation, transfer, 
and use (Fisher and Streinz 2021). While this data would be highly valuable for decision-making in 
environmental sustainability, control over data is a core part of business models and so openly revealing 
data is perceived as a risk to competitive advantage. 

For some experts, when control over the means 
of data production is unevenly distributed it 
exacerbates data inequality because those in 
control also decide which other actors can access 
and use it; at the same time, it creates significant 
risks for society as a whole, namely when the 
interests of those in control do not necessarily align 
with societal interests (Fisher and Streinz 2022, p. 
844-847). This imbalance can lead to a range of 
repercussions, from granting undue influence to 
select economic entities, altering competition and 
innovation dynamics in the market, to potentially 
facilitating censorship of crucial public information.
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2.2.3 Observations on value chain data ecosystem

Companies of every size still struggle to exercise complete visibility over their value chains, given the 
complexity of corporate structures today. Some companies have developed their own tools and practices 
to monitor their value chains, but companies without the resources to invest or hire private monitoring 
systems are left out due to a lack of open-source software or open data sharing in value chains. In turn, 
this deepens power imbalances and inequality, and harms effective competition between the different 
players in a market because few players end up in control over data infrastructure for value chain 
information flows.  

Opacity in this domain is so prominent that even technology developers have developed business models 
in which features for protecting strict confidentiality and privacy to incentivize the use of their tools 
(Visipec 2021). In this context, apart from reporting frameworks and due diligence obligations, little to no 
information on value chains is shared openly. 

Furthermore, public tracking of value chains relies on limited information disclosed by companies due to 
legal requirements, policies or voluntary initiatives, often resulting in estimations and educated guesses 
(Trase 2018). Unfortunately, this often generates distrust in the results of the monitoring by different 
stakeholders as well as risks of greenwashing. In turn, this also hinders public monitoring since it is 
challenging to make comparisons, which creates risks of misinterpretation of disclosed information. 
Fragmentation of data ecosystems also arises as companies use different methodologies, standards 
and definitions, leading to distrust and confusion among stakeholders. To address this diversity, tailored 
private solutions like add-on tools for internal monitoring systems have been introduced, catering to the 
company’s methodology and standards (Visipec 2021). 

Specific data requirements will increase over time as reporting and disclosure frameworks require 
corporates or financial institutions to report and disclose their full set of material impacts and 
dependencies (TNFD 2023). But, establishing monitoring systems involves hidden costs, often unevenly 
distributed, including those associated with limited institutional capacity for data collection, analysis and 
uptake. Without obligations nor support mechanisms to generate those digital systems and infrastructure, 
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there are no incentives for value chain data sharing and transparency promotion; each company has 
complete freedom to decide what mechanisms to establish to monitor its value chain. A traditional 
business perspective favours the restriction of data sharing for competition reasons (GPP 2022). But the 
lack of appropriate monitoring tools exposes all companies to financial, operational, legal, reputational and 
environmental risks. This also hinders the connecting of this data ecosystem to environmental data and 
policies on green and circular economy. 

2.3 Transparency of green and circular economy policies

Policymakers are confronted with a significant information challenge when formulating and implementing 
public policies, particularly in the realm of green and circular economy policy (GCEP). The effectiveness 
of many of these policies hinges on the availability and analysis of accurate information, such as on the 
environmental impact of different economic activities across their life cycles and value chains. This is 
on top of the need for monitoring the implementation of public policies and their impacts to help ensure 
government accountability and facilitate continual improvement. "Transparency" in this regard is not only 
about publishing public policies, but about all information that allows for assessing the effectiveness of 
policy decisions and the accountability of governments.

In the context of GCEP, the aim is for policies to shift the incentives at each stage of the life cycle of a 
particular economic activity, from resource extraction to end-of-life, to minimize environmental impact and 
maximize resource efficiency. This needs to be viewed from the perspective of global value chains - from 
conception to end-of-life, the interconnected, international network of activities, entities, and processes, 
which contribute to producing, distributing and managing these goods and services across different 
markets and regions. National policy impact over the global value chains is intricate, contingent on how 
the targeted actors are embedded within production networks (OECD 2019). 

Building on this intricacy, the information challenge persists for decision-makers, particularly as the GCEP 
cycle necessitates a comprehensive understanding of the environmental sustainability effects of value 
chains to be targeted by the sets of policies. The multifaceted dynamics within global value chains, which 
involve diverse actors from different regions and span products’ life cycle, demand robust data collection 
and analysis frameworks, especially when aiming for accurate sustainability assessments. The cross-
border nature of these chains further complicates the information landscape, requiring nuanced policy 
evaluation and stakeholder engagement to ensure that economic activities of all stages of the life cycle 
align with environmental sustainability goals.

Having explored challenges for stakeholders through use cases of identifying hotspots of deforestation, 
and the connection between deforestation and the agrifood value chain, the following use case will cover 
information problems around GCEP to tackle the issue of deforestation. 

2.3.1 Information requirements for green and circular economy policies

At the UNFCCC COP26 World Leaders Summit "Action on Forests and Land Use", over 130 leaders, 
representing more than 90 per cent of the world’s forests, committed to work together to halt and reverse 
forest loss and land degradation by 2030 (UNFCCC 2022a). Governments of production, trading and 
consuming markets agreed to collaborate to tackle deforestation hotspots through public policies that 
influence the agriculture value chain. 

On the production side, it is important to strengthen environmental law enforcement and to redesign 
agricultural policies to deal with the challenge of sustainability transition. On the importing side, countries 
must facilitate trade policies that do not drive deforestation and land degradation (UNFCCC 2022a). In 
practice, access to information in the agriculture value chain and the capacity to analyse that information 
is highly relevant to the design and implementation of effective public policies.
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Figure 4: Information approaches under GCEPs
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Taking the importing market as an example, the policy formulation can be built on the distinction of the 
product being deforestation-associated, deforestation-free, or even sustainably managed. However, this 
necessitates the collection and verification of product information far beyond the physical characteristics 
relating to its immediate function. 

There are two information approaches. One is delegating the work of excluding the deforestation-associated 
product from the value chain or recognizing sustainability efforts through a third party, such as a voluntary 
standard body or certification schemes. For example, Switzerland relies on four globally recognized and third 
party-verified certification schemes as a condition of preferential market access to palm oil from Indonesia 
(Fedlex 2021). The other approach is directly requesting data from operators or other relevant value chain 
players based on a defining matrix, along with means of verification by the authority. The EU law to fight 
global deforestation uses this second approach (EUR-Lex 2023) (See Figure 4). 
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Among other things, the EU law includes a ban on imports and domestic use of deforestation-related 
products, requirements of due diligence and compliance of law and regulations of production countries. 
The bill not only covers beef products but also downstream products including leather, chocolate, and 
furniture. And it is not only concerned with cattle raised on deforested land but also cattle that have 
consumed feed from deforested areas. 

The law requires more information than is typically required in a conventional trade setting. To fulfil the due 
diligence statement, operators are required to conduct at least an annual risk assessment, which includes 
an understanding of the deforestation status of the commodity, reliability of suppliers’ information, 
including whether indirect ones are verifiable, risk associated with country governance, and to set up 
policies and an internal structure to mitigate the risk. 

Operators are required to be able to identify the geolocation-based origins of specific amounts of cattle 
and cattle products, and the ownership of that product, over space and time. Upon request, operators need 
to submit information to allow the authority to have the same visibility and verify claims.

The authority can, for example, use satellite monitoring tools, spot checks including field audits or DNA 
analysis to check where products come from (European Commission 2023, art. 18 (2)). EU authorities 
would have access to relevant information, such as geographic coordinates. Anonymised data would 
be available to the public. The authorities would conduct annual checks on the operators and traders 
for products at a frequency of 9 per cent from a high-risk jurisdiction (European Commission 2023, 
art. 16). The risk levels are to be further defined but would be based on the deforestation status, forest-
agriculture land conversion status and production trend of relevant commodities products, as well as the 
deforestation-related UNFCCC NDC commitment, international cooperation agreements on deforestation 
and the strengthening of domestic environmental law. 

The legislation has triggered various debates, at the 
international level and across different industries 
(World Trade Organization 2022). One core debate 
concerns the costs - and who should bear them. The 
European Commission estimated that overall costs 
of due diligence for companies could total between 
€158 million and €2.4 billion a year (European 
Parliament 2022). Depending on the complexity and 
risk associated with deforestation in the operator’s 
value chain, setting up the due diligence system 
would involve one-off payments of between €5,000 
and €90,000. Large operators are expected to bear 
the costs. While there are mitigation provisions for 
SMEs and small farmers, they would still need to 
comply with certain information requirements and 
thus the necessary technical capacity would be 
needed for compliance. 

The European 
Commission estimated 
that overall costs of due 
diligence for companies 
could total between 

€158 Mn and  
€2.4 Bn a year.

However, there are opportunities to address the information cost, when viewing the EU law in conjunction 
with other green and circular economy legislative efforts. The deforestation law and the Ecodesign 
for Sustainable Products Regulation exhibit a systemic interplay in their information approaches that 
could facilitate compliance if the digital infrastructure and related incentives are well integrated. The 
latter regulation, introducing the DPP, aims to enhance product circularity, energy efficiency and other 
environmental sustainability facets by setting ecodesign requirements for various product groups. The 
DPP, accessible via a data scan, provides crucial product information like durability, reparability, recycled 
content, and spare parts availability, aiding informed purchasing decisions, facilitating repairs and 
recycling, and enhancing product life cycle environmental impact transparency. 
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Although this report primarily focuses on agriculture and food use cases, both laws help illustrate the 
centrality of information requirements for GCEP as they intersect significantly on downstream products like 
leather and furniture. The deforestation law’s enforcement exemplifies raw material sourcing information 
requirements, aligning with the DPP’s data capture across the value chain. This synergy underscores 
cross-agency legislative collaboration and enforcement, offering options of cost-sharing with downstream 
business players along the product life cycle and efficiency benefits for businesses, especially if the 
DPP is integrated into the deforestation law enforcement. Access to the DPP also incentivizes business 
compliance with the deforestation bill, opening broader market opportunities.

2.3.2 Observations on the data ecosystems of green and circular economy policies

Digital technology has impacted most aspects of the public policy process. Social media has influenced 
agenda-setting, allowing political actors to increase the salience of certain issues and shape their framing. 
In policy formulation and adoption stages, digital technology has simplified crowdsourcing ideas and 
engaged citizens through various “civic tech” tools (Gilardi 2022). During implementation and evaluation 
stages, online publication, open government data and information exchange through global governance 
frameworks have enriched public data on national policies. This has enabled the growth of policy trackers, 
databases, and compliance technologies to support business players. It should be noted that other groups, 
such as civil society organizations, also need to understand policies and have access to this data to 
engage in civil processes for policy change. 

However, the data ecosystem of this domain suffers capacity challenges in data processing and analysis. 
Scholars and analysts differ in the collection, categorization and evaluation of public policy, and the level 
of detailed policy information that should form part of the data sets. The collection and categorization of 
data related to circular economy policies, such as recycling rates, product lifespans and waste generation, 
can be varied and complex due to the multifaceted nature of circular activities. This creates difficulties 
in assessing policy effectiveness systemically across cases due to the cross-region and cross-sector 
nature of those policies, which in turn can limit implementation and compliance. There is often insufficient 
understanding of the temporal dynamics of policy change, how and why specific policies work (or not) 
and how policy choices interact in an increasingly complex mix of policies (UNEP 2019, p. 284). Without 
fully mapping and understanding those interactions, policymakers cannot benefit from aligning policy 
measures to improve the design of effective new policies that fit within existing regimes and reduce the 
administrative burden of implementation.7

Attributing environmental outcomes to specific policies is also challenging, as most environmental 
policies do not have one-to-one correlations with their outcomes (UNEP 2019, p. 288). Measuring the 
policy outputs alone (e.g. adoption of policy instruments) would not adequately capture the preferences 
of different countries for one or another instrument. For example, one country may impose recycling rate 
requirements, while another country might implement product-as-service models, and a third country 
uses product design related standards. In each of these cases, the expected impact will be reducing 
negative environmental impact and improving resource efficiency. The indicator is influenced, however, 
by the industrial structure, natural conditions, level of income and other factors that are not, or not 
directly, impacted by (environmental) policies (UNEP  2019, p. 279). Therefore, the evaluation of policy 
effectiveness often comes down to expert judgment, as there is no commonly agreed approach to 
assessing effectiveness (UNEP 2019, p. 284). As a result, it is challenging to establish a feedback loop to 
support the policy cycle. 

7.	 This could be instrumental for several different policy-making processes. In Preferential Trade Agreements, where parties spend months, if not 
years, negotiating the language and technicalities of environmental regulations and standards (Bellman and van der Ven 2020). Additionally, 
integrating environmental considerations into national policy would ideally involve the development of complex regimes where environmental policy 
is built across government bodies operating in different domains (Nunan, Campbell and Foster 2012, p. 263-265).
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The introduction of automation tools such as computer-based models have been useful for policy 
analysis and effectiveness. However, noting that “models can also be instrumentalized to justify already 
decided policies and targets” (Süsser et al. 2021), this technology development would not be able to solve 
methodology flaws in policy evaluation. 

The EU deforestation-free bill, which combines command-and-control and economic incentives by setting 
a trade ban on deforestation-related products, offers an example that may bypass the effectiveness 
challenges of attributing environmental outcomes to specific policies. It also addresses the problems of 
diversified measurement frameworks on business operations without mandating a single standard. Value 
chain operators are given the flexibility to decide how to organize the information to achieve compliance. 
This policy innovation would not be possible without enhanced public monitoring capacity on the 
environment and technology readiness in value chain traceability. 

If viewed in a siloed manner, this approach could trigger information costs in addition to the direct cost of 
transforming value chain operation practices. Further concerns include how this cost will be distributed 
among economic players and if it will further enhance the concentration of power for big players in 
relevant value chains. Systemic approaches such as the Ecodesign Sustainable Product Regulation 
include the requirements of DPPs to provide opportunities to address some of the concerns by allowing 
for information cost saving and generating value from product sustainability information, which is a 
precondition for accessing green and circular economy markets.

2.4 Addressing challenges

Although the challenges in environmental sustainability decision-making are recognized (see Table 2), 
domain experts find it difficult to devise a strategic plan to address these issues, often resulting in only 
broad, general recommendations for solutions (GPP 2022). In the domain of environmental monitoring, 
experts emphasize the necessity for digital public infrastructure for support and technical coordination. 
This will foster a more certain and cost-effective environment for innovation and pilot testing.

Use case challenge Data problem 

Measuring deforestation driven by the beef value chain 
Inaccessibility, varying quality of high-resolution data, 
and undervaluation of data 

Existing data can be hard to find (discoverability) 

Monitor beef value chain’s economic activities despite 
company data opacity Disconnected data ecosystems  

Facilitate beef value chain companies compliance with 
GCEPs, addressing small players’ policy comprehension 
gaps 

Difficulties in querying interrelated policy information in 
natural language (data uptake). 

Overlapping measures and MRV frameworks Process natural language information complexities 

Informed policy design for GCEPs 
 

Insufficient access to relevant data and challenges for 
data collection.  

Existing data can be hard to find (discoverability) 

Data’s lack of inclusiveness Insufficient data collection and generation 
Development of tools without a user focus

Table 2: Summary table of identified data challenges

When it comes to value chain traceability, experts underline the importance of having effective incentives, 
strong safeguards and finding common ground through standardization; all to overcome the hurdles of 
data sharing.
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In the GCEP domain, experts stress the need to establish information mechanisms to aid the evaluation of 
the effectiveness impact of public sustainability policies. However, there has been limited consensus on 
the design of such mechanisms.

A recurring theme across these recommendations use cases is the call for systemic support and incentives 
to enhance data collection, sharing and uptake within and across these three use cases.

These persistent information challenges unequivocally result in limited information exchanges, leading to 
a landscape of disconnected and siloed information systems. These issues are also associated with lack 
of open data systems and interoperability. 

Underlying this complicated context of information challenges, one issue stands out. There is an absence 
of adequate DPI to facilitate the flow of information through exchange mechanisms. To overcome these 
systemic information challenges for environmental sustainability, enabling DPI as a data exchange system 
is crucial. The subsequent section of the report delves into six key technology innovations (TI) that can 
enable DPI for environmental sustainability decision-making. 
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3 Technology 
innovations on 
the rise
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In this section, the report presents a series of promising technology innovations 
with the potential to transform decision-making by enabling DPI for environmental 
sustainability. The six Technology Innovations match emerging solutions with the 
data challenges as presented in Section 2.

Specifically, this section focuses on technology innovations that aim to address the information 
challenges highlighted, with some targeting specific challenges more directly than others. However, it 
is important to recognize that these innovations possess a broader transformative potential when they 
operate collaboratively, functioning as an integrated infrastructure system. Together, they enable DPI for 
environmental sustainability as a data exchange system dedicated to sustainability-related information.

As abovementioned, DPI acts as a critical intermediary layer within a digital ecosystem, bridging the gap 
between physical infrastructure elements (like connectivity, devices, servers, data centres, and routers) and 
the application layers (See Figure 1). DPI’s role in environmental sustainability is pivotal; it streamlines the 
exchange of sustainability data, seamlessly integrating this information into a wide array of applications. 
Such integration paves the way for innovative uses, including personal carbon tracking, DPPs, and 
automated environmental compliance systems, among others. The technology architecture of DPI should 
facilitate inclusive, flexible digital ecosystems, with individual solutions built according to principles of 
interoperability, scalability, modularity, and security (India’s G20 Presidency and UNDP 2023). 

In this context, this report advocates for harnessing DPIs for environmental sustainability decision-making, 
as a way to enhance transparency and accountability through enabling data exchanges, thereby improving 
data availability. The proposed digital system would create incentives and mechanisms for more efficient 
data generation and collection, ease the discovery of data sources, and reduce barriers to data sharing. 
The result would be an enhanced flow of information, which balances the demand and supply in the data 
value chain, leading to a self-reinforcing process that enhances data quality. 

Achieving this goal requires more than just utilizing digital technologies for sustainability; it is crucial to 
actively influence the development processes of these technologies and systems. Involving a diverse 
range of stakeholders in the development process is essential, including close collaborations with the data 
science community and technology developers to ensure that digital systems and technology solutions are 
explicitly designed for environmental sustainability purposes. 

A DPI for environmental 
sustainability will empower 
stakeholders through enabling 
informed decision-making and 
promoting greater inclusivity.

A DPI for environmental sustainability 
will empower stakeholders through 
enabling informed decision-making 
and promoting greater inclusivity. 
Furthermore, this digital public 
infrastructure serves as a critical 
foundation for transformative 
applications, such as Digital Public 
Passports. Ultimately, the vast data 
requirements of SCP, green, and circular 
economies can be met more effectively 
through such a comprehensive system.

Additionally, this would set a foundational standard for cross-sectoral applications, upon which sector-
specific solutions can be developed to meet particular needs and ensure a baseline for inclusive solutions. 
While the public nature of this infrastructure guarantees a basic level of inclusivity and functionality, private 
solutions can further enhance and build upon this foundation. Policymakers are advised to consider the 
governance implications of integrating private solutions into DPI frameworks.
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In turn, sole reliance on private solutions will likely fail to comprehensively address these challenges and 
may result in further data fragmentation. Therefore, a blend of private and public solutions is essential. 
In the ideal scenario, private solutions could grow on top of DPI and in turn, private solutions could be 
building blocks for DPI. 

What is each technology innovation needed to enable DPI for environmental sustainability?

Each of the six TIs identified in this section (See Figure 5) responds to "specific challenges" drawn from 
the use cases in Section 2, which is then connected to an identified emerging solution. The TI identifies 
the opportunity presented by a technology group, includes best practice examples, and highlight current 
limitations. Each technology innovation aims to highlight a potential use case and jump-start innovation on 
DPI for environmental sustainability.

Figure 5: Technology innovations for a DPI for environmental sustainability

3.1  TI1: Open data discovery for environmental sustainability

Open data is vital for driving innovation and transparency in environmental sustainability. In DPI, open data 
ecosystems and (closed) data marketplaces fill distinct and complementary roles. On the one hand, open 
data takes the approach of being a digital public good: providing an essential base level of information for 
environmental sustainability analysis. On the other hand, data marketplaces can meet demand for more 
specific and timely data or larger volumes of data often combined with analysis. Open data approaches 
tend to favour the FAIR principles: findable, accessible, interoperable, reusable (Wilkinson et al. 2016). The 
aim is that open data "can be freely used, modified, and shared by anyone for any purpose".
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However, many individuals and organizations report challenges in finding and unlocking the value of open 
data for sustainability. As part of DPI, solutions for data set search can bridge the gap between open data 
and data users. A primary challenge is data set discovery and retrieval: both finding the correct online 
data repository, then efficiently navigating the repository to locate the correct data sets. While discovery is 
also challenging in closed data markets, the vast number of repositories and volume of open data makes 
discovery an acute challenge. In the computer science field, research and development has focused on 
improving search and indexing techniques, and these advances must be adapted to fit environmental 
sustainability-related data set search.

Specific challenge

Data is a vital input for the three use cases covered in section 2 including for environmental monitoring, 
establishing multi-tier transparency in value chains, or evaluating the outcomes of public policy. Despite 
this, much of the value of open data for sustainability analysis goes unrealized due to discoverability 
challenges. The data needed for analysis crosses jurisdictions and data types, meaning that data is 
fragmented across many repositories, which often exist in the "long tail" of the Internet.8,9 Data discovery is 
both time-consuming and requires analysts that understand the landscape of repositories in their domain. 
For scalability, better techniques are needed for data set retrieval.

A core feature of this challenge are the ways data is described and the domain knowledge of users when 
searching for data. The descriptions for data sets, known as metadata, include critical information on the 
data set, such as: temporal, spatial and subject coverage; keywords describing the data; the format of 
data; and the organization that collected the data. Many repositories make data accessible only through 
keyword search, which leads to possibilities of metadata being missing or inaccurate, or situations where 
users do not know the right keywords to express their data needs.

Technology trend

DPI is needed to improve the availability and discovery of open data sets, therefore enabling uptake. In 
thematic expert consultations, some recommended that international organizations or governments take a 
central role in storing and managing data sets for environmental sustainability. However, while centralized 
data lake deployment could improve accessibility and discoverability by providing a single, clear location 
for search, in practice this is a mammoth task, especially when considering the broad range of data sets 
that could be useful for environmental sustainability decision-making. In the near term, infrastructural 
solutions that promote a federated but decentralised data ecosystem combined with improved data set 
search can offer robust solutions to this challenge.

Data set search techniques fall into two main categories: metadata search and data-driven data set 
search. Currently, metadata search is most common, with the main advantage being that searching 
keywords in metadata is far simpler and more efficient than searching across different data types, 
including tabular data, images, or geospatial data (Chapman et al. 2020). The release of Google "Dataset 
Search" beta version in 2018 improved the reach of data set search solutions through an Internet crawler 
that collects and indexes Schema.org metadata on data sets, and allows a userfriendly search function 
(Brickley, Burgess and Noy 2019). This in turn incentivized data publishers to describe data using  
schema.org markup, causing the number of data sets described to increase from 500,000 to 30 million 
between 2016 and 2020 (Brickley, Burgess and Noy 2020).

8.	 The "long tail" of the Internet is used to describe resources that are only available following a specific query on a repository, meaning that data will 
not be picked up by an Internet crawler, for example. 

9.	 TRASE for instance uses a Spatially Explicit Information on Production to Consumption Systems (SEI-PCS) approach that systematically 
links individual value chain actors with subnational production regions and associated environmental risks. Data sources include national and 
subnational export or production data where available, and the use of independent data sets including the logistics of producing companies, 
production and taxation (Trase 2020a).
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However, metadata may not encompass the information a user needs about a data set. Moreover, a 
user may lack the specific language needed to describe the specific data set they require (Chapman 
et al. 2020). In most cases, as with Schema.org, the schema used for metadata are domain-agnostic, and 
do not adequately meet the needs of data users in specific domains. In biodiversity data, key interests for 
biodiversity researchers - including ENVIRONMENT, MATERIAL, ORGANISM, PROCESS and LOCATION - are 
not typically included in metadata and thus only appear in metadata searches where they are included as 
keywords (Löeffler et al. 2021). In environmental sustainability, data set search depends on the specific 
subjects and qualities of a value chain or policy field, and thus similar work is needed to establish 
domain-specific interests and how they can be included in metadata. From a technological perspective, 
researchers have proposed the automated generation or enrichment of metadata from the contents of 
data sets using AI (Suhara et al. 2022).

Data-driven data set discovery is useful when the user needs to discover data sets that can be joined 
together to augment the value of a data set and the insights that can be generated. Consider a use case 
where the owner of a value chain data set - including data on locations, product verticals and operations - 
wishes to integrate data on land-use change or pollution in the same geolocations. This approach is called 
constructive data set search, and it is often needed where answers to questions lie across two or more 
databases. However, it is technically challenging due to differences in metadata and data schema across 
the data sets (Chapman et al. 2020). Statistical and AI-based approaches can assess the “unionability” of 
data sets by measuring the likelihood that two attributes contain values from the same domain (Nargesian 
et al. 2018). Unionability techniques have laid a foundation for "Goal-Oriented Data Discovery", which could 
lead to automated discovery and joining of tables based on a user query. 

Key remarks

The open data ecosystem is providing a growing wealth of open data that is valuable for 
environmental sustainability decision-making. However, for better uptake of data, DPI is needed 
to help users discover and access data sets based on their application. Metadata is the core 
ingredient; a vital next step is to build standardized metadata vocabularies and semantic 
taxonomies for the environmental sustainability domain which can act as enablers for powerful 
data discovery tools. While assistive tools such as automated metadata generation can be 
deployed to support metadata coverage, human oversight and validation will still be needed, 
especially for high-quality application of taxonomies in the form of data annotation. To address 
scenarios where keyword search is ineffective, a range of approaches is also needed to improve 
data discovery. This includes mapping of data connections to enable data-driven data set search, 
and the restructuring of data repositories to allow users to explore and find relevant data sets 
when the right keywords are challenging to express (Oullette et al. 2021).

3.2 TI2: Privacy enhancing technologies to enable flow of environmental 
sustainability information

Data-driven decision-making for environmental sustainability depends on the flow of environmental data, 
value chain data and policy information from a wide range of stakeholders. Infrastructural solutions are 
needed to allow the use of data for sustainability-related purposes while maintaining the privacy of data 
subjects and data sharers. Opportunities are provided by data architectures that improve security in data 
sharing, such as homomorphic encryption or differential privacy, or federated learning techniques that train 
models without needing data transfer.
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Specific challenge 

In today’s economy where "data is the new oil", it is challenging to facilitate flows of data between 
institutions while upholding data sovereignty and protecting the right to privacy for both data-sharing 
institutions and the subjects of data. 

Accessing value chain data presents a particular challenge in understanding how resource dependencies 
and value chain activities connect with environmental impacts and responsibilities. For example, an analysis 
of the environmental impact of beef must look at the role of meat-processing companies and retailers as 
well as cattle ranches, which requires value chain information. Companies with capacity may collect the data 
needed for internal supply chain visibility but are reluctant to share data openly due to the privacy concerns of 
suppliers that are the subjects of data, reputational risks and the lack of trust in data systems.

While ensuring data flow from value chain actors with high control over data infrastructure is crucial, 
granular understandings of value chains also depend on data contributions from smaller businesses, 
which have their own privacy concerns. Privacy concerns may include questions of "who" will be able to 
access data once shared, and "how" will it be used. 

The data privacy and sovereignty concerns of all stakeholders, including Indigenous groups, local 
communities or small businesses, must also be addressed. For example, attention should be paid to 
frameworks such as the CARE principles, which uphold that Indigenous groups should be able to control 
the content of data that is collected and shared by or about Indigenous groups (Carroll et al. 2021, p. 108).

Technology trend

The field of computer science offers a wide range of solutions for privacy across different use cases. 
Privacy enhancing technologies (PETs) are data architectures that manage or modify data to enhance 
privacy while retaining as much utility as possible (Garrido et al. 2022). This is a broad group of 
technologies, and the choice of a PET solution will differ according to the use case, the level of privacy 
concerns around data sets and the capacity of stakeholders. PETs must work in tandem with governance 
and policy: data privacy is a subject of many evolving regulations designed to protect individuals, while 
mandatory data reporting is a component of many public policies or certification schemes.

A key group of PETs aim to improve access to potentially sensitive data sets by masking confidential 
information while sharing data. Anonymized data sets, with key identifying information such as names or 
addresses removed, are still at risk of privacy breach where data is insufficiently anonymized. Differential 
privacy is an emerging and widely-discussed technology designed to deal with this challenge. These 
techniques add "random noise" to statistics, which obscure the details of individual data points while 
retaining patterns in data for accurate queries across data sets (Dyda et al. 2021). When looking at the 
output data sets, differential privacy means it is impossible to tell if one individual’s data was in the original 
data set or not (Harvard 2023). This has shown value in some use cases, but is dependent on the data: 
for example, where longitudinal data is needed to observe changes in value chains or businesses over 
time, the level of "noise" must be increased to prevent the identification of patterns, which reduces the 
usefulness of data. Well-known applications of differential privacy, such as in the 2020 US Census, have 
attracted criticism for reducing data value (Domingo-Ferrer, Sánchez and Blanco-Justicia 2021).

An alternative PET is homomorphic encryption, which enables data sharing without depending on trust. 
Under conventional data encryption, data is vulnerable following decryption by the end user, who could 
then share data openly (Acar et al. 2018). The innovation of homomorphic encryption is that end users can 
conduct analyses on data without needing to decrypt the data, meaning data can remain confidential while 
it is processed (Hellwig and Huchzermeier 2022). Moreover, data can be encrypted by stakeholders using 
commercially available software packages, then can be shared to a cloud server afterwards, meaning the 
data owner never has to expose unencrypted data (Acar et al. 2018). Applications analysing encrypted 
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medical data have shown the potential opportunity of this technique, but the scalability is limited, as 
despite recent advances, analysis of homomorphically encrypted data remains slow, requires large 
amounts of computational resources, and does not allow ad hoc data queries. 

Similar to homomorphic encryption, federated learning techniques are important in mitigating the privacy 
risks of data transfer for training machine-learning models. Federated learning architectures work by 
“bringing the code to the data, instead of the data to the code”, meaning models can be trained on 
decentralized data without data ever being shared or transferred by data owners (Bonawitz et al. 2019, 
p.1). Big tech companies have used these techniques to train models using data from mobile devices, 
where model training is brought to the device to construct a global model, which is then redistributed 
to devices (Google 2017).10 Recent advances include swarm learning, which removes the need for a 
centralized server in federated learning by sharing parameters through the "swarm network" and building 
models independently on the sites of the data. A Blockchain "smart contract" is used to orchestrate model 
training among nodes in the swarm network and guard against malign actors. However, incorporating 
Blockchain decreases speed and efficiency (Warnat-Herrestal et al. 2021).

Key remarks

Improving the analysis of privately-held data for sustainable decision-making requires caution, but 
can unlock valuable insights. Digital technologies can provide safeguards for the use of data that 
can work in tandem with regulatory measures that maintain data privacy where necessary, and the 
release of data were useful. The choice of technology depends on the task, the nature of data and 
the computational resources available. Differential privacy is promising as it could mean sensitive 
data can be released with small relative errors and strong privacy guarantees. This means that 
queries can be conducted on large sensitive data sets without breaching individual privacy, though 
the software is difficult for non-expert users to implement, and the level of noise needed for 
privacy guarantees may make it impractical for time-series data (Dyda et al. 2021). Homomorphic 
encryption is also promising, but innovation is needed to increase the efficiency of methods while 
providing robust security guarantees. For training machine-learning models, federated learning 
techniques will prove valuable for accessing big data resources without requiring data transfer 
and consolidation, which improves trust. Use cases must be developed to understand how best 
protect the privacy of the most valuable private data sets needed for environmental sustainability 
decision-making.

10.	 In those cases, the process begun when a device retrieved the latest model and enhanced it by learning from the data present on the phone itself. 
It then condensed the improvements into a compact, focused adjustment. This adjustment is the only thing transmitted back to the cloud, secured 
through encrypted communication, where it was combined with adjustments from other users to refine the collective model. The original training 
data stayed exclusively on the user’s device, ensuring no individual modifications were retained in the cloud.
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3.3 TI3: Data markets for environmental sustainability-related data

Well-functioning data markets allow institutions with heavy data needs to access the data they require, 
while suppliers of data are incentivized to collect new data or share key data sets they control. In decision-
making for environmental sustainability, data marketplaces can play a crucial role by enhancing rewards 
and incentives for collecting, curating, and exchanging data that drives sustainable actions. They can 
be connected to DPIs for environmental sustainability, facilitating the supply and demand dynamics of 
sustainability-related data. 

Specific challenge

High demand for environmental sustainability data does not currently translate into sufficient incentives 
and rewards for data collection and sharing in the data value chain. Data collection is fragmented and 
inconsistent. Many non-profit organizations depend on short-term grant financing from universities or 
governments, which leads to problems of continuity and longevity in their data collection efforts. This 
reliance also results in limited interoperability beyond the specific objectives of a given data set (Biber 
2013). A mechanism is needed that encourages and rewards stable, long-term data collection, providing 
accurate baselines and regular updates for the use of businesses, governments and citizens.

Another challenge is faced by some stakeholders, such as individuals or organizations, who manage their 
own data over a very limited domain. Examples could include a local community with potential to collect 
data about a local natural ecosystem, or a small business that could sell elements of business information 
as a secondary revenue stream. Additionally, the growing abundance of Internet of Things (IoT) devices 
in value chains and in everyday life means that valuable data is being generated at every moment 
(Ramachandran, Radhakrishnan and Krishnamachari 2018). However, in most scenarios, small-scale 
data owners11 do not realize the potential value of their data, nor do they have the opportunity to share it. 
Improving the supply of crowdsourced or citizen science data has the potential to improve understanding 
of real-world conditions of ecosystems, value chains and policy impacts.

For data users, the challenge is to access the needed data, ensure that data is relevant, credible, of 
sufficient-quality, and that it is provided at a reasonable cost considering the financial means of the data 
user and the use case.

To overcome these challenges, it is essential to clearly establish the value of data in environmental 
sustainability and to develop DPI that facilitates the exchange of data value among stakeholders. Ensuring 
the availability of data is crucial for driving more effective actions in environmental sustainability.

Before starting with the analysis of the technology trends for this TI, it should be noted that data 
marketplaces have been historically commercial solutions, facilitating transactions but not directly 
enabling DPI. However, there are a few emerging market signals and government actions that hint at the 
transformation of data marketplaces into pivotal DPI enablers. Governments, notably China’s, are actively 
working to encourage and regulate the marketization of data, signalling a move towards recognizing data 
as a strategic asset (Global Times 2022). These examples could indicate an appetite from governments 
to fund, subsidize, control, or develop data marketplaces. Different operational models would need be 
explored, however, data markets under public authority stewardship could leverage these platforms to 
incentivize data collection, enhance data quality, and advance open data as a digital public good. 

11.	 Under the EU GDPR the term "data owner" refers to either individuals or teams who make decisions such as who has the right to access and edit 
data and how it is used.
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This government intervention suggests a future where data marketplaces transcend their commercial 
origins to become foundational elements of DPI. For now, the incentives for data exchanges are very 
limited, relying mostly on regulations and policies, meaning that a market for selling and buying data 
could unlock a whole new model for incentivizing data exchanges. Examining the specific use case in 
Section 2 sheds light on the potential to dismantle siloed data ecosystems and encourage the sharing 
of private data within a data marketplace that is publicly financed, subsidized, or government controlled. 
Such marketplaces would enable the enhanced flow of high-resolution satellite imagery, data from local 
communities and Indigenous groups, and private supply chain information. This TI takes this premise to 
advocate for relying on data marketplaces to enable DPI for environmental sustainability. 

Technology trends

Data marketplaces can enhance data flow by offering infrastructures for sharing, discovering, and 
monetizing data. This, in turn, can encourage the generation of more data together with value-added 
analytics and services. Such marketplaces are therefore a promising technology for bolstering data flow 
into businesses and applications, thereby facilitating environmental sustainability decision-making. 

A crucial question of technology design in data marketplaces is the choice of centralized or decentralized 
platform architecture. In a centralized approach, data products are offered via a predefined centralized 
data storage location, such as a cloud repository (van der Ven et al. 2021). The advantage of this approach 
is that data contributions can be combined and packaged into new data products, which adds value to 
data, though the downside is that a trusted data broker is needed. Decentralized data marketplaces, on 
the other hand, involve only metadata being shared with a centralized repository, while data is exchanged 
directly between partners following an agreed transaction using APIs (van der Ven et al. 2021). A trend 
in data marketplace solutions has been the adoption of Blockchain to ensure fair transactions through 
smart contracts and create an immutable record of historical transactions, removing the need for a trusted 
source party (Banerjee and Ruj 2018). 

Innovation in data marketplaces has also focused on improving security and control over data sets. For 
data owners, there is a constant threat that a user may misuse data, for example by publishing data 
openly and thus diminishing the scarcity value of the data set. Technological approaches have provided 
some protection. A good example is the Snowflake Marketplace, which uses a role-based access control 
(RBAC) layer to let data owners give users access to data sets directly where they are stored on the cloud 
rather than through file exchange, which prevents the illegal copy of data after purchase (Snowflake 
2022). However, it is practically impossible to fully prevent the misuse of data, as limited data access or 
anonymized data reduces the value for legitimate users. This makes it challenging to build trust among 
data owners in open data marketplaces, resulting in a trend towards closed data marketplaces with access 
limited to trusted partners operating in specific regions or industries.

Finally, the valuation of data and distribution of rewards and incentives for data sharing is an open 
challenge, despite being an important focus in the data markets literature. There is a problem of 
information asymmetry: buyers want to be sure that data is useful, while sellers do not want to reveal 
data sets prior to purchase. This prevents effective valuation of data, as the value of data is not inherent 
but dependent on how it is used. In machine learning, researchers suggest distributing rewards for data 
based on a Shapley data value, which quantifies the value of each training datum to the performance of 
a predictor or model (Ghorbani and Zou 2019). The use of Shapley value has grown in popularity, and in 
the future, it could allow for experimental architectures such as "data-blind interfaces" where data buyers 
describe a task they need to accomplish, then data is automatically assigned by the data marketplace 
solution (Kennedy et al. 2022). 

These techniques hold promise in tandem with governance approaches, such as data standards, 
protection for Intellectual Property (IP) and taxonomies which provide frameworks to ensure consistency, 
interoperability, and quality in data markets as well as ownership protection. A critical concern, however, is 

35 UNEP |  Digital Public Infrastructure for Environmental Sustainability



that the use of data and the frequency of its transaction is not necessarily equal to the robustness of the 
data content (such as greenwashing) or the legitimacy of the data sharing (such as data privacy breach)12. 

As a result, the question for data market design is how to effectively incentivize the sharing of sufficient 
quality data, while not triggering fake, poor quality or illegal data provision that risks undermining the data 
value market in the long run. In addition, data value distribution needs to fairly reward the stakeholders 
that conduct the data work so that the power of data is not monopolized by a few big players. Validation 
mechanisms that prevent and remove falsified or poor-quality data are also essential to protect the 
integrity of data markets.

Key remarks

Data marketplaces have the opportunity to improve incentives and rewards around valuable data 
for improving environmental sustainability decision-making. In principle, the architectures could 
improve the capacity of diverse stakeholders to share and access valuable data through secure 
exchange mechanisms. Data valuation mechanisms, which are the core of the data marketplace, 
remain an open challenge as the value of data is dependent on the use case. As a next step, data 
market builders must consider how to value data for environmental sustainability. This could 
include identifying and surveying potential user groups; economic analyses of costs of compliance 
versus non-compliance; and the development of pricing models that potentially differentiate 
between commercial and non-commercial use cases. A key enabler for data marketplaces are 
data standards and validation mechanisms including high-quality data annotation, which will 
improve consistency, quality and trust in data exchange.

3.4 TI4: Computational law and data integration of green and circular 
economy policy measures

Policies that govern the sustainability of value chains are frequently updating and growing in number as 
regulators realize the need to tackle climate change.13 This creates a challenge for policymakers, who 
need to strengthen and align policy measures across borders and sectors for effective environmental 
governance. This also means most policies are not readable or understandable for machines, which makes 
it hard for governments or startups to build the platforms or apps that can take policy implementation and 
compliance into the digital era. 

An innovative solution is Computational Law (or CompLaw), which involves writing law in coding 
languages, to make policy unambiguous, machine-readable and programmable. The adoption of CompLaw 
promises significant benefits: policymakers can craft and assess policy measures more efficiently, 
businesses can automate various compliance processes, and the door is opened for the application of AI 
to assist in monitoring policy outcomes.

Recognizing the governance complexities associated with CompLaw, an alternative strategy involves 
harnessing modern data extraction and integration techniques to enhance policy comprehension 
and alignment.

12.	 Note that the sharing of certain sources of data can be found illegal due to political decisions or privacy concerns that materialize after the 
decision of data sharing. 

13.	 "Policies" is used here to cover a range of different types of action by government or non-government actors. Examples include: government 
reporting requirements or policy measures such as green subsidies; industry standards; voluntary certification schemes.
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Specific challenge

As the number of green and circular economy policies and standards grows, the result is an increasingly 
complex governance landscape made up of often overlapping measures and rules without a shared policy 
language.

To avoid policy silos and enable effective policymaking and implementation, adopting a value chain 
approach, it is essential to be able to align and compare policy measures as well as understand 
interactions and trade-offs. Key components for alignment include the semantics of policy measures, 
machine readability, information on how a policy functions and schema for data collection.14 For 
policymakers, the benefit is to identify potential overlaps, contradictions and conflicts, improve policy 
synergies and their impact and reduce the administrative burden of implementation. It also reduces the 
burden of compliance for businesses by simplifying data collection, avoiding inefficiencies of multiple 
reporting systems and streamlining the policy implementation process.

Technology trend 

CompLaw is a technology that can help improve alignment between relevant policy measures.  As 
discussed above, CompLaw is an emerging field that advocates for the representation of legal rules 
and processes in programmable languages. Where legal language can be ambiguous, keywords in 
programming languages have a determined meaning and function when used together, which would 
improve the interpretation of laws and policies by machines. Some practitioners have proposed the 
use of a "domain-specific language" (DSL) for law, which would be formal programming languages 
specifically designed to capture the semantics and syntax of law (Chun 2022). For others, CompLaw can 
use any programming language, with formal logic programming languages like Prologue, or widely used 
programming languages such as Java or Python, being adequate for encoding the logic of law.

CompLaw has benefits in policymaking and for building legal applications that are enabled by DPI. For 
policymakers, CompLaw could improve the ability to design, assess and revise policies based on their 
effectiveness and fit within broader policy frameworks. CompLaw could also improve the responsiveness 
of legal software systems. Currently, any website or application for compliance needs to be reprogrammed 
whenever there is a change in relevant law or applications, whereas with law represented in code any 
changes can be implemented automatically (Genesereth 2015). In the fast-moving world of GCEP, this has 
an obvious benefit as a back-end enabler for software solutions targeting compliance challenges. Future 
applications could include compliance monitoring using AI, though this depends on the type of compliance 
and the availability of high-quality reporting data.

The uptake of CompLaw is slow due to monolithic volumes of law and legacy legal processes, but 
innovations are improving its scalability. In particular, the rapid improvement of Large Language Models 
(LLMs) capable of natural language processing and generation, such as GPT-4, offer potential for 
translating large bodies of natural language into code or translating law from one programming language 
to another. The performance of LLMs on tasks such as legal examinations suggest this type of application 
could be realized in the near future (OpenAI 2023). However, a clear problem with natural language 
generation - particularly in a policy situation where reliability is essential - is hallucination, where models 
generate text that is nonsensical or unfaithful to the original source material (Ji et al. 2022, p.3); thus 
generative AI must be used with careful human oversight and validation.

14.	 In the green economic policy context, governmental policies and standard requirements are featured with their connection to environmental 
performance. There could be transparency requirements that companies are required to disclose including their energy, water and land 
consumption, the emission as a result of their production and the relationship between the value chain and endangered species zones, 
among other things. It could also be about substantive performance requirements that set technical requirements on the pollution and waste, 
no deforestation association in the value chain or no use of pesticide in order to receive rewards or to avoid being panelized. Typically for 
policymaking and compliance, it necessitates the flow of data along the flow of materials.
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While CompLaw can improve future policymaking, another set of technologies deal with aligning and 
integrating policies as they exist now. This is not a new approach in the policy context - for instance, trade 
delegates spend years negotiating certification and verification schemes to recognize each other’s policy 
requirements for coherence. Technically, this means identifying relevant policy measures, identifying 
shared items in policy measures, noting the language used to describe shared items and providing a 
reference guide for the end user. 

A key technology is information extraction (Smith et al. 2022). This automatically extracts relevant 
information from different text documents and integrates it into a joint, homogenized database. The main 
challenges are how to find relevant information and how to ensure the extraction algorithms work with 
high precision. Humans could do the same task with high precision, but it is tedious and time-consuming 
to carefully read and fully understand hundreds or even thousands of documents. Algorithms, on the other 
hand, are able to read documents extremely fast but might make mistakes when extracting information 
or summarizing the main content. A particular challenge is represented by modifiers, such as the word 
"not", which is not content-bearing independently and so could be ignored by an information extraction 
algorithm, but has a vital effect on a sentence’s meaning.

To produce resources that improve the comparison of policies, another key technology is data integration 
(Brunner and Stockinger 2020). Unlike information extraction, which deals with unstructured data such 
as text, data integration typically deals with structured data that is stored in relational databases, Excel-
sheets or CSV-files. The main challenges are how to integrate data sets with different formats or different 
granularity. For example, one country might measure the CO2 footprint of companies on a yearly basis 
while others report on a monthly basis but only for selected regions. Again, machine-learning algorithms 
leveraging LLMs show promising results (Dong and Rekatsinas 2018). However, typically, any automatic 
data integration problem requires detailed feedback from humans and labelled data (which is often hard 
to obtain) to help the integration algorithms learn the right patterns. In some cases, policy language is 
also intentionally ambiguous, often for political purposes, allowing a wide scope for interpretation by 
different constituencies. The meaning of words in policy or law is the product of political processes and 
compromises, making it difficult to accurately extract the underlying intent and meaning. While information 
extraction and data integration are increasingly capable, additional research is required to make the 
approaches practical in real policy-making processes or legal applications.

Key remarks

There is no "magic bullet" that can make complex policies simple to work with, but technology 
solutions can improve the available tools. CompLaw seems promising to help streamline legal 
semantics and provide better building blocks for policy design, analysis, implementation and 
comparison. Meanwhile, advances in information extraction mean that tools are increasingly 
available to make sense of huge volumes of policies in natural language. A crucial limit to these 
techniques occurs when policy language has different meanings in different contexts and cultures. 
As a result, natural language-based analysis needs to be carefully developed and validated by 
experts. A technology solution might instead return sections from a policy or legal text to let a 
user compare for themselves, rather than trusting the automatic analysis. In reality, extraction and 
integration is a viable short-term solution, but depends on effective "human-in-the-loop" design, 
while CompLaw should be viewed as a long-term goal that deals with the more fundamental 
issues of policy language and inter-operable semantics. Each scenario depends on collaboration 
between wide groups of policymakers and the subjects of policy, both in technology design but 
also more fundamentally in governance.

38



3.5 TI5: Using Large Language Models to "speak" with green and 		
circular economy policy

Tools and techniques related to natural language processing can change the way stakeholders interpret 
and respond to policy measures. New techniques from data science and AI provide the opportunity 
to improve policy comprehension by allowing users to query policy data in natural language. Policy 
comprehension is a possible use case for LLM tools, popularized by ChatGPT, which allow users to ask 
questions and receive a response in conversational language. To be specific, this is a challenging task of 
Open-domain Question-Answering (OpenQA or ODQA), which involves answering factual questions from a 
large knowledge corpus of unstructured text.

Specific challenge

Comprehension of policy is essential for stakeholders who are affected by policy or engage in policy-
making processes. GCEPs can take a variety of forms, differ in terms of scope and objectives, target 
different sectors of the economy, impose obligations, and offer benefits to a wide range of actors and aim 
to manage different environmental risks and ecological scarcities. Moreover, some of the regulations can 
be highly technical, lengthy and convoluted for subjects of the laws, regulations and policies to comply; 
especially in the context of the increasing reporting and compliance schemes on sustainability. Often, 
they rely on multiple prescribed definitions with defined applications; reference multiple instruments not 
integrated into the same policy, rather build upon each other; the regulatory regime can vary depending on 
predefined conditions or ranges contingent on the subjects; concrete applications require interpretation; 
and use non-fixed periodic economic benchmarks as the basis for calculating payments, obligations or 
penalties owed.15

This heterogeneity and complexity are barriers to policy querying. Predefined categories would need to 
be able to capture a multiplicity of criteria and models would need to be trained to consider different 
application scenarios. If a subject of these policies is seeking to identify those cases that are applicable to 
its conditions, external inputs would be required to determine direct applicability, which would mean that 
users must know how to connect policy with information from their own specific circumstance.

Technology trend

In recent years, and in particular since the release of GPT-3.5 and ChatGPT in late 2022, the availability 
and usefulness of natural language processing (NLP) tools has boomed. An important technology 
leading to recent breakthroughs in NLP - and all machine learning - has been the discovery of transformer 
architectures, which allow language models to consider the words in sentences simultaneously, which 
makes it easier for training models to understand the relationships between words than the word-by-word 
approach of previous neural networks (Vaswani et al. 2017). Transformer technologies paved the way 
for the LLMs of today, such as the GPT-3.5 (Generative Pre-trained Transformer 3), which was pre-trained 
efficiently using transformer architectures on huge volumes of online text.

15.	 For instance, a country might provide a reduction of the Property Tax under their tax code for owners of real-state property intended for 
residential use, such as a 25 per cent reduction, to those who have on their property adult and living trees, as long as the trees receive the 
necessary maintenance in accordance with environmental regulations. In this example, the tax code would be a lengthy document with mostly 
irrelevant information for green economy purposes, the application would be dependent on definitions of concepts such as "residential use" 
and "necessary maintenance" from other instruments, the amount of property tax might not even be calculated based on the same tax code, 
and the applicability of the incentive would be contingent on subjective conditions such as ownership of real-state property. Not to mention 
that its applicability would be subject to interpretation in many instances, like the case of a farmer that uses part of their property for residential 
purposes and the other for trade.
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Advances in LLMs have improved the feasibility of OpenQA tasks, with models capable of interpreting 
complex policy questions and generating the policy guidance, policy synthesis or other needs of a user (Chen 
and Yih 2020). OpenQA systems use a range of NLP techniques to understand the semantics of questions, 
such as information retrieval, passage ranking and text summarization. Results are impressive - in early 2023, 
GPT-4 passed the Bar Exam in the United States, placing in the 90th percentile (Katz et al. 2023).

However, experts advise extreme caution when using LLM tools for OpenQA in a consequential decision-
making context. A well-documented problem with LLMs in their current form is hallucination, which models 
generate incorrect answers to questions. Researchers have experimented with techniques to improve 
the truthfulness and reliability of generated answers (Vaghefi et al. 2023), but ongoing hallucinations 
mean that OpenQA tasks for policy measures are risky, as misleading responses could have real negative 
effects. As of 2023, the meticulous yet ambiguous nature of policy language, along with a relatively small 
global body of policy documents for training data, means the accuracy of OpenQA in the policy domain is 
currently relatively low and requires more active research16. 

An alternative solution for improving the accuracy and reliability of OpenQA policy tasks could involve 
storing policy information in structured databases. The challenge then becomes a question of how to 
query large databases with specific information in natural language. Unlike in the OpenQA scenario where 
data is stored as unstructured text, in this scenario data is stored in relational databases, i.e. information 
is structured in tabular form and linked with other database tables. Querying these databases typically 
requires high proficiency in domain-specific database query languages - a skill that policymakers and 
subjects often do not have. 

However, recent trends in generative AI-based research tackle this problem by automatically translating 
the natural language of non-tech savvy end-users into the correct database query language (Brunner 
and Stockinger 2021; Amer-Yahia et al. 2022). The approach is similar to translating English to French, 
for example. However, the major difference is that each database has a different structure, different 
semantics, etc. (see also TI4). To tackle these challenges, there must be enough and relevant feedback for 
training complex machine-learning algorithms to ensure accurate responses.

16.	 Climate Policy Radar has aggregated 3,500 climate policy documents globally. While this is a huge body of text for human policy analysts, this 
is comparatively small for training LLMs.

Key remarks

Advances in NLP technologies and improvements in Question-Answering models can 
transform the way that stakeholders interact with policies. In practice, this could strengthen the 
implementation of GCEP by improving policy comprehension. Any solutions, though, must be 
built with the intricacy and ambiguity of policy in mind, as well as a recognition of the risks of 
inaccuracy in consequential scenarios. A safer and more reliable solution could first improve the 
identification of relevant sections of policy text and return relevant sections in their original form. 
Although it is not an OpenQA solution, this approach can be found in Climate Policy Radar, which 
provides a natural language search function on top of a database containing the full text of more 
than 3,500 climate policies, returning the relevant sections of policies to users (Climate Policy 
Radar 2023). When this can be done accurately, including for some of the more complex policy-
related questions discussed in this TI, generated QA answers could be linked with direct excerpts 
of policy text, providing a dual explanation to users.
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3.6 TI6: Tools and techniques for human-centred artificial intelligence 
in environmental sustainability decision-making

As applications and platforms for data-driven sustainability emerge across all sectors and geographies, 
it is essential to keep humans "in-the-loop". While the prospects of AI are enticing, they come with 
substantial risks, including the potential for inaccurate or biased outcomes due to inadequate training data 
and low transparency in the development processes underlying these models. 

This underscores the necessity for oversight and accountability, which depends upon humans’ ability to 
interact with, understand and troubleshoot the technology. Additionally, the design of new platforms and 
processes must be inclusive, ensuring the incorporation of knowledge and needs of a wide range of users, 
including marginalized groups.

Strong principles for human-centred artificial intelligence (HCAI) in sustainability are essential and DPI 
must incorporate technologies or services that support implementation. Current examples include human 
experiment-based benchmarking that aligns technologies with human insights, or interactive machine-
learning interfaces that allow the iterative building and refining of models by expert groups without deep 
programming capabilities.

Specific challenge

A clear problem for AI, including AI applications for sustainability goals, has been inclusiveness in the 
development, deployment and use of digital technologies. 

Digital solutions risk reinforcing pre-existing biases and inequalities in decision-making in environmental 
sustainability, including gender occupational stereotypes. Women often have fewer educational 
opportunities for reskilling than men and less access to resources for adapting to climate change, 
including technologies (ILO 2022, p. 15-16). Training initiatives should be consciously designed to tackle 
this sort of gender-specific challenges. For truly inclusive digital solutions, it is imperative not only to focus 
on its creation but to ensure that individuals of all genders can effectively harness these tools. Integrating 
women’s perspectives into the design process of digital solutions and trainings on the use of those 
solutions is essential. Equally, solutions must also meet the needs of local or Indigenous groups.

Moreover, achieving inclusiveness in decision-making technologies for environmental sustainability 
requires close attention to how stakeholders receive and interpret information. 

Technology trend

As AI systems have developed that appear capable, at face value, of making automated decisions typically 
reserved for humans, organizations have considered how technologies should be designed to keep 
humans "in-the-loop". New principles have spurred a fresh agenda for the design of inclusive AI systems, 
although technological implementation of many of these principles remains challenging. In the Human-
Computer Interaction field, this has been called "human-centered artificial intelligence" (HCAI), where AI 
combines high levels of automation with high levels of human control (Shneiderman 2020). 

Governments, international organizations, businesses and civil society organizations alike have published 
"principles for AI" with implications for digital inclusion in AI tools. In a white paper by the Berkman Klein 
Center for Internet & Society at Harvard, a number of shared categories of principles were identified that 
illustrate the trends in principles (Fjeld et al. 2020). Categories with particular relevance for environmental 
sustainability include: "Accountability", including principles to ensure that there is accountability for the 
impact of AI systems; "Transparency and explainability", including principles advocating for oversight of 
AI; "Fairness and Non-discrimination", which calls for AI to promote inclusivity; and "Human Control of 
Technology". These principles recognize how AI systems are not only measured against performance, but 
also other criteria that prioritize the concerns of the human users and subjects of AI systems.
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In response to principles relating to accountability and transparency, research has focused on how AI can 
be made interpretable - meaning that AI systems have “the ability to explain or present in understandable 
terms” (Doshi-Velez and Kim 2017, p.2). Interpretability would allow stakeholders to have oversight of 
the reasoning for decisions that may affect ecosystems or value chain outcomes or improve fairness 
by allowing stakeholders to detect bias in the data that informs environmental sustainability decisions. 
Unfortunately, the training of algorithms on large volumes of data makes it very difficult to evaluate why 
models deliver certain outcomes. 

Experiment-based benchmarks can be used to evaluate explanations provided by models. A suggested 
method for testing AI is through human experiment methods that evaluate whether explanations improve 
human performance on measurable tasks or match the predictions of human experts given an input 
and explanation (Doshi-Velez and Kim 2017, p.4-5). To aid the training of explainable models, an open 
repository could be created containing real-world problems, different methods used to address the 
problem and the performance of methods on the task. Repositories with real-world testing data could 
train models to identify the factors that are most important for explanations and assist domain experts 
who have been trained to evaluate AI systems used in their domain of expertise. These efforts improve 
transparency, help identify bias and align systems with human control.

Advancements in technology are also introducing novel methods that improve the capabilities of domain 
experts to train and understand AI systems, aligning with principles of human control over technology. 
For model training, techniques for Interactive Machine Learning (IML) allow the building and refinement 
of models through iterative cycles of input and review by user groups, for example by providing indicative 
samples, describing features, or selecting high-level model parameters (Dudley and Kristensson 2018). 
Domain knowledge can be applied through graphic interfaces, as seen in the medical or biological 
space where domain experts can annotate diagrams with labels to train the analytical processes and 
classification results of algorithms (Berg et al. 2019).  

Advances in technologies have also provided opportunities for personalized information delivery, which 
can improve understanding and information uptake. Generative AI has been a breakthrough, as users can 
interact with information tools in natural language and express needs more clearly. Researchers have 
addressed the challenges stakeholders face in navigating applications or information services through 
adaptive user interfaces (Adaptive UI), which automatically adapt the organization or presentation of 
the user interface in response to some characteristic of the user or context (Gajos and Chauncey 2017). 
Results have shown that Adaptive UI can improve inclusiveness by providing human-computer interaction 
that is more responsive to an individual’s cognition.

Key remarks

AI is changing the ways that humans analyse situations and make reasoned responses. While the 
architects of AI advise that AI systems should be used cautiously as "co-pilots", rather than trusted 
decision-makers, AI tools are entering the toolkits of stakeholders, from companies, to governments, 
NGOs and citizens. This means the effect of tools will interact with existing inequalities in decision-
making in environmental sustainability, including across genders and social groups.

In this context, HCAI approaches may be essential to ensure inclusiveness within DPI. They are 
also a vital element for DPI to drive widespread impact. The principles guiding HCAI encompass 
crucial aspects like explainability, transparency and accountability. These principles are not just 
theoretical; they can be put into practice through a growing array of practical tools. Examples include 
human-experiment data sets tailored for evaluating AI performance and tools facilitating interactive 
machine learning in collaboration with domain experts. While HCAI represents a relatively new field, 
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nurturing its development and application is essential, especially when considering its applications 
within the field of environmental sustainability. This is significant due to the broad reach and distinct 
capabilities of stakeholder groups involved and the imperative for DPI to have a far-reaching impact 
across the broader economy. Furthermore, beyond establishing inclusive DPI, it is pivotal to ensure 
that individuals, irrespective of gender, are adequately equipped to leverage these tools effectively. 
This underscores the need for trainings on digital tools to prioritize the HCAI approach.

3.7 Technology innovations for environmentally sustainable outcomes

This report has explored six categories of technological innovations that hold the promise of overcoming 
information challenges for stakeholders as highlighted in Section 2, aiming to achieve desired outcomes 
that facilitate informed environmental sustainability decision-making (see Table 2).

The establishment of data markets for environmental sustainability-related data can revolutionize real-time 
environmental monitoring, especially for beef-driven deforestation. These markets are crafted to create 
strong incentives for the collection and sharing of data, thereby providing stakeholders with consistent 
and reliable information which is essential for informed decision-making and strategic interventions in 
environmental management.

The second significant innovation is the development of open data discovery for environmental sustainability, 
designed to overcome the perennial challenge of data discoverability. This system is expected to significantly 
facilitate the identification of relevant data, empowering stakeholders to efficiently locate and utilize the 
information needed to address sustainability challenges effectively.

Privacy-enhancing technologies are being proposed to navigate the delicate balance between the free flow 
of information and the protection of privacy. By introducing such technologies, this technology innovation 
is addressing the barriers to data sharing, ensuring that stakeholders can collaborate without the risk of 
compromising sensitive information.
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To further support compliance and understanding of environmental standards, Large Language Models 
can "speak" with green and circular economy policies. This innovation aims to foster improved compliance 
with environmental regulations across companies of all sizes by providing a better understanding and 
easier policy interpretation, thus simplifying complex regulatory landscapes.

In the intricate realm of legal and policy frameworks, computational law and data integration for green 
and circular economy policy measures can streamline Monitoring, Reporting, and Verification (MRV) 
frameworks. This approach is expected to eliminate redundant processes and reduce confusion among 
stakeholders, thereby facilitating a more efficient and clear-cut approach to environmental policy 
compliance and monitoring.

Finally, to address the challenge of inclusivity in data, it is proposed to harness the power of techniques 
focused on human-centered artificial intelligence. This integrative approach is intended to generate a more 
inclusive data environment that not only represents diverse groups but also enhances the user experience, 
enabling stakeholders to interact with data collection and generation tools in a more user-friendly and 
productive manner. 

The next step concerns the role of stakeholders in making those technologies work for environmental 
sustainability as part of ongoing efforts to build DPI and related applications.

DPI as a data exchange system for sustainability-related data

Technology innovation Desired outcome

Data markets for environmental sustainability-related 
data

Real-time monitoring of deforestation with data readily 
available for stakeholders by creating incentives for 
collecting and sharing. This process is expected to 
bring about consistent and reliable data across the 
board

Open data discovery for environmental sustainability  Facilitate identification of relevant data

Privacy enhancing technologies to enable flow of 
environmental sustainability information

Addressing the barriers for data sharing without 
compromising privacy

Using Large Language Models to "speak" with green 
and circular economy policy	

Improved compliance with environmental standards 
across all company sizes due to better understanding 
and easier policy interpretation

Computational law and data integration of green and 
circular economy policy measures

Streamlined MRV frameworks that reduce redundancy 
and confusion among stakeholders

Data markets for environmental sustainability-related 
data

Data-driven policy making by creating incentives for 
data collecting and generation

Open data discovery for environmental sustainability Facilitate identification of relevant data

Data markets for environmental sustainability-related 
data and tools and techniques for human-centred 
artificial intelligence in environmental sustainability 
decision-making	

A more inclusive data environment that represents 
diverse groups and allows for user-friendly interaction 
with data-generating and collection tools

Table 3: DPI as a data exchange system for sustainability-related data
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4 Conclusions and 
recommendations
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4.1 Key message: using the data exchange system for environmental 
sustainability

As shown in Section 2, the need for an improved data exchange ecosystem follows a growing demand 
for data in environmental governance. A series of pressures have put environmental sustainability at the 
top of the agendas of governments, businesses, and the global public at large. Data is the key ingredient 
for accountability, for empowerment, and proof of sustainability: for governments to meet international 
obligations, for businesses to access markets and secure investment, for consumers to make conscious 
choices between products. 

Each of the six data science technologies discussed in this report not only facilitates the flow of data 
for decision-making by generating value for users but also enables DPI as a data exchange system. This 
report recommends these six TIs to address underlying information challenges within the data ecosystem, 
thereby closing the gap in DPI that hinders the flow of environmental sustainability information to different 
stakeholders. This system empowers actors to proactively address environmental challenges, public 
policies, and the realities of value chain operations. As highlighted in Section 3, this DPI for environmental 
sustainability enables more efficient data generation, collection, and sharing, thereby improving the 
availability and quality of data crucial for decision-making. What does this mean for decision-makers?

In short, decision-makers must be active participants in data 
exchange. This requires a change of mindset, from simply 
responding to data demands and treating data sciences as merely 
tools to promoting data as an asset and working with non-traditional 
collaborators on ground data. Every type of stakeholder, no matter 
how big or small, can take part by considering the data they create 
and its value to others, the information they need to act sustainably, 
and then how data can be put at the center of business models 
utilizing data from other parties. The roles can go from data 
subject, data broker, data owner, to data platform organizers, data 
consumers, or others. The give and take of data exchange for 
environmental sustainability must feature in mindsets in the same 
way as the use of natural resources or the flow of finance.

decision-
makers must 
be active 
participants 
in data 
exchange

In most cases, stakeholders could benefit from the synergies between different technologies but in 
practice, each use case will depend on the availability of technologies, and stakeholders taking an active 
mindset to incorporate technologies and tools into their business models.

Returning to the case of the agrifood sector, consider the following examples. Farmers in a collective 
could utilize ground truth data about their cropland’s environmental conditions, sharing regular sensor data 
through a data marketplace for a fee, while employing privacy techniques for sensitive information. This 
data could serve upstream entities in food processing or logistics for nature-related financial disclosures 
or in developing consumer apps that evaluate purchase sustainability using AI with human-centered 
design. Similarly, a regulator focused on the industry’s environmental sustainability could leverage large 
language models in a managed application, enabling businesses to navigate complex regulations by 
asking specific policy questions. By coding key regulations, compliance apps could automatically adapt 
to legal changes, enhancing transparency and clarifying data set value. This approach, along with open 
data discovery, equips supply chain operators with proprietary and open data for crafting sustainable 
production strategies and data-driven reporting capabilities. 

For the advancement of DPI as a data exchange system for environmental sustainability, it is also crucial 
to put the challenge of inclusiveness in focus, including gender issues. Overall, gender disaggregated data 
is still scarce, and insufficient consideration is given to the consequences of lacking gender- responsive 
data analysis, as well as its uptake among environmental sustainability stakeholders (United Nations 
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Women 2018). Gender-related data could be boosted to accelerate the realization of value of this data, 
driving gender-related data pricing and incentivizing data supply on the ground. Additionally, big data could 
be used to discover gender trends and related intelligence (Data2x 2019). The human-centred approach 
could reflect gender-based differences in user demand and user adoption since user qualities like gender 
can differentiate how they consume information (Fallows 2005). For example, to achieve a truly inclusive 
digital landscape in AI, the design of training programmes and tools must address gender-specific 
challenges, prioritize women’s perspectives, and emphasize the HCAI approach, ensuring all can utilize 
these tools.

4.2 Action points: enabling a digital public infrastructure for 
environmental sustainability

To facilitate stakeholder participation in data exchange systems for environmental sustainability, it is 
crucial to develop DPI with environmental sustainability as a core outcome. Global policy initiatives, such 
as those under the G20 and UN SDG Summit, are already laying the groundwork for DPI development, 
which can be extended to include environmental sustainability goals. There is already a strong foundation 
to build on these existing initiatives and institutional support as backed by political will. Going beyond the 
current focus of those initiatives on digital economy and financial inclusion, this report has explored what 
is required for a DPI for environmental sustainability. 

This report showed how DPI as a data exchange 
system for sustainability-related data can be 
harnessed for decision-making, but it also 
emphasizes the importance of integrating 
sustainability into DPI development. The 
relationship is multi-directional: DPI will help 
stakeholders meet policy requirements and 
further environmental sustainability, which in 
turn will increase usage and help evolve DPI for 
other applications. In this evolving context, efforts 
and resources must be devoted in the short and 
medium term to ensure an early inclusion of 
sustainability considerations into ongoing and 
future development of DPI.

DPI will help stakeholders 
meet policy requirements 
and further environmental 
sustainability, which in 
turn will increase usage 
and help evolve DPI for 
other applications

In parallel, political and institutional alignment must be capitalized for DPI global agendas to be introduced 
into wider sustainability goals. To address the gap in DPI for environmental sustainability policymakers 
can foster an enabling environment that supports its development.  Policymakers may rely on international 
organizations and other key partners to help raise awareness on the relevance of DPI, promote its adoption 
in national contexts and bridge knowledge gaps between experts. 

Similarly, NGOs, data scientists, external investors and other experts can collectively scale up efforts 
to establish a DPI for environmental sustainability. Collaboration between various stakeholders is key 
to harness DPI for environmental sustainability, including direct partnerships with the data science 
community and technology developers to harness innovation.
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Intrinsically connected, the following action points illustrate some of the keyways forward to enable a DPI 
for environmental sustainability: 

Policy and regulations: to foster enabling conditions, policy support is required for the 
development of DPI for environmental sustainability, as well as policy safeguards for public 
interest and risk mitigation. Attaining this policy objective necessitates the incorporation of a 
synergistic technology-domain perspective in all stages of the policy cycle, from agenda-setting 
and formulation through to implementation and evaluation.

•	 Join and be part of the evolving global policy and collaboration efforts around DPI, such as 
those spearheaded by the G20, the UN Secretary General and others originating from the 
Global South. 

•	 Integrate national priorities of harnessing DPI for environmental sustainability within national 
digital transformation plans, infrastructure national plans, strategies, roadmaps, public 
investment programmes, nationally determined contributions, or other instruments for 
achieving the Sustainable Development Goals by 2030.

•	 Incorporate real-time sustainability data into the formulation process of circular and green 
economy policies with the aim to contribute to its effectiveness and to better tailor responsive 
strategies for addressing environmental challenges (e.g. leverage the use of existing data 
resources like the World Environment Situation Room).

•	 Test metrics and benchmarks to measure the performance of DPI for environmental 
sustainability. 

•	 Leverage advancements in NLP and Question-Answering models to enhance stakeholder 
engagement with policies, particularly to improve understanding and implementation of GCEP.

•	 Actively support research and development (R&D) initiatives and foster collaborative 
partnerships with technology developers and the data science community.

•	 Prioritise environmental sustainability use cases for DPI that also mitigate gender disparities 
and other biases, benefiting vulnerable groups such as women, the elderly, youth, micro and 
small enterprises, and rural communities.

Standardization: guiding the development of DPI for environmental sustainability, through 
collaborative efforts between various stakeholders, balancing the need for security, privacy, 
inclusivity, accessibility, interoperability and adherence to regulatory and legal frameworks.

•	 Accelerate efforts for the adoption and implementation of a Global Environmental Data 
Strategy by 2025 for managing, utilizing and sharing environmental data, which will enable a 
DPI for environmental sustainability. 

•	 Expedite global consensus on taxonomies around key concepts on emerging technologies 
and amplify these efforts for categorization systems that enable interoperability on DPI for 
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environmental sustainability (e.g. convening international dialogues with a dedicated mandate 
on this space).

•	 Initiate sectoral consensus-building on the methodologies employed for data collection, 
analysis, and data sharing for sustainability-related data disclosure purposes, to ensure 
consistency in these processes to enhance the accuracy, comparability and reliability of 
disclosed information.

•	 Standardize data verification protocols to enhance data quality, consistency, relevance, and 
accuracy of sustainability-related information disclosures.  

•	 Advocate for the establishment of sustainability-specific metadata for emerging data sets and 
enhancement of this metadata in existing relevant data resources to create large open data 
repositories that enable experimentation, facilitate data discovery, and augment its uptake (e.g. 
champion the introduction of keywords "environment", "material", "organism", and "location" to 
existing metadata of biodiversity relevant data sets).

•	 Develop a robust risk management framework and sound risk management practices for DPI 
for environmental sustainability, a pivotal element to maintain trust in DPI ecosystems.

•	 Standardize pricing mechanisms of sustainability-related data to stimulate the emergence of 
new business models within the data exchange ecosystem.

Finance: to scale up efforts on DPI it is essential to leverage public and private investment for 
paving the infrastructure and bringing life to business models for environmental sustainability via 
DPI, through reformed global financing mechanisms.

For Infrastructure Financing (Public Finance):

•	 Allocate public funds to develop and maintain DPI that supports the integration of Human-
Centred Artificial Intelligence (HCAI) in sustainability applications.

•	 Financially back the development of data standards and validation mechanisms to ensure 
high-quality data annotation and trust in data exchange.

•	 Mobilize sustainable investment for R&D on DPI for environmental sustainability.

•	 Assign public resources to raise awareness and build capacities among key stakeholders 
around potential applications of DPI for environmental sustainability and enhance public 
monitoring capacities. 

To promote blended finance for DPI:

•	 Develop applications that utilize DPI to enhance decision-making in environmental 
sustainability, ensuring they are tailored to specific user groups and promote the incorporation 
of diverse knowledge sources.

•	 Construct business models that facilitate the secure exchange, valuation, and pricing of data in 
data marketplaces, considering different use cases and user groups.
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To reform Major Global Financing Mechanisms:

•	 Re-evaluate and reform the risk portfolios of major global financing mechanisms to 
accommodate the unique challenges and opportunities presented by DPI investments.

•	 Align the financing mechanisms for DPIs with environmental sustainability goals to ensure that 
investments are directed towards initiatives that genuinely contribute to sustainability and are 
measurable against defined metrics and benchmarks.

Innovation facilitators: to foster the progress of the development of DPI for environmental 
sustainability, it is essential to take steps to overcome barriers to innovation, while ensuring 
integrating inclusivity considerations in innovations.

•	 Champion the establishment of regulatory and technology sandboxes in the environmental 
sustainability domain that grant exemptions or provide regulatory flexibility for piloting 
emerging technological solutions. 

•	 Organize sustainability-related hackathons to accelerate innovation and problem solving of 
real-world challenges and test novel approaches for DPI. 

•	 Invest in building the capacities of government officials, technologists and other stakeholders 
involved in the developing and implementation of DPI.

Collaboration and partnership: International collaboration and public-private partnerships 
(PPPs) play a crucial role in ensuring the successful development of DPI for environmental 
sustainability.

•	 Foster platforms to facilitate intergovernmental dialogues that scale up ongoing efforts for 
global and regional frameworks for the ethical development, design, and implementation 
of emerging technologies; as well as on other key areas like safeguarding individual privacy 
rights, enhancing cybersecurity measures and ensuring the harnessing of AI’s capabilities for 
the benefit of humanity on a global scale.

•	 Capitalize on existing multi-stakeholder alliances, like the Coalition for Digital Environmental 
Sustainability (CODES) and the One Planet Network, to steer and prioritize the use of emerging 
digital technologies for DPI. 

•	 Coordinate the work between international agencies on the advancement of DPI for 
environmental sustainability to complement their expertise and contribute to better solution 
development and enable cross-pollination of ideas.
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•	 Facilitate collaborative platforms and teams where domain experts, data scientists and 
industry players work cohesively from the ideation to the implementation phase, ensuring 
robust and relevant DPI for environmental sustainability.

•	 Implement training and capacity-building programs to boost data literacy, analytical 
skills, and monitoring abilities across public and private sectors, with a specific focus on 
addressing gender-specific challenges and incorporating women’s perspectives to ensure 
equitable DPI utilization.

UNEP and its international and country partners will continue to promote and support the development of 
DPI for environmental sustainability by raising awareness amongst key stakeholder groups, conducting 
research and bridging knowledge gaps between experts from different domains, and supporting pilot 
projects at the country level. 
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